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Abstract. This article is both theoretical and an applied one. It is actuality determined by the necessity
to form the theoretical background for setting up the e-government. Sometimes practical applications are
carried out in directions, which are not covered by applied scientific developments. This is the reason for the
low efficiency of e-government projects implementation. Unlike similar projects of corporate automation,
investment in e-government does not lead to a significant reduction in public spending or qualitative changes
in governance. At the time when the business is developing management innovation create new business
processes and organizational forms, such as virtual enterprises, the state automates the business processes
of the 20th century.
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Introduction

For the moment being there is no common concept of the
electronic government. There is only a set of general require-
ments defined by the citizens and businesses to be accepted
by government of information society. Various categories of
consumers are united in aspiration to receive more effective
access to the information in order to reduce cost of transac-
tions, to make interaction with state structures simpler, faster
and more comfortable.

Practical work in this direction is not always based on the
up-to-date scientific developments, and sometimes the work
is carried out in directions, which are not covered by app-
lied scientific developments. This is the reason for the low
efficiency of e-government projects implementation [1].

Automation of work of the state (in the form of creation
of the e-government) is at the initial stage of theoretical judg-
ment, development of technologies, instruments and mentali-
ty of the government and the society [2]. Thus, in the current
scientific workouts and also in published articles and reports
of the conferences a great attention is put on the private ques-
tions: differences in the implementation of e-government ser-
vices between developed and developing countries [3]; to
characteristics of the implementation of e-government servi-

ces in particular countries [4]; to awareness of citizens and
businesses of the expected effect of the use of electronic go-
vernment services [5]; to assessing the development of e-
government [6-8].

The majority of authors usually approach the description
and problem solving empirically [4]. This approach is cha-
racterized by general discussions about the principles, lack
of mathematical modeling links, economic calculations, soft-
ware engineering as the single system, government’s support
in decision-making [2]. It is caused by absence of the com-
plex scientifically-proved approach to construction of elec-
tronic system of a government administration, the general
standards of its functioning focused on improvement of qu-
ality of life of the population, growth of competitiveness in
the given territory and other strategic targets. Very often un-
der the name of "the electronic government" is given to sepa-
rate sites which enables citizens and the enterprises making
transactions with the state (or getting state services).

This brings a certain confusion of concepts: "Electron-
ic government" is understood as the "Electronic information
desk and registry" which is deprived from the functions of
management in a territory on the basis of the advanced infor-
mation technology [9].

aEmail: aleksei.iurasov@gmail.com
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1. Research analysis

In order to understand the difference, let us focus on defini-
tion: the electronic government represents the system of the
government based on automation of all administrative proc-
esses at the national level and serving as objective a signi-
ficant increase in the efficiency of the government [9]. The
above-mentioned approach can not give neither the "signifi-
cant increase in the efficiency of the government" nor "auto-
mation of all administrative processes at the national level".

The functional capabilities of the "automation of all ad-
ministrative processes at the national level" will be illustrat-
ed by several examples. Suppose that the information ac-
cumulated in the automated systems of public institutions is
processed on the basis of Data mining and aggregated into
layers of GIS e-governance. Furthermore, becomes availa-
ble in different levels of decision-making in a Decision Sup-
port System (DSS) executive authorities, which increases the
speed and quality of decision making. Standard applications
and algorithmic approach may be applied in several cases:

1. Handling investor who wants to build a plant for the
production of building materials, the system will determine
the optimal location of the enterprise. To do so, all necessary
information is extracted from corresponding GIS layers: hu-
man resources, roads and engineering infrastructure, natural
resources (sand, gravel, etc.). Thus, there are considered the
priorities of territorial development such as support for dep-
ressed areas (high unemployment, low tax flow in municipal
budget, etc.) and the options for the plant with their detailed
argumentation are provided.

2. A serious seasonal task for the authorities becomes sp-
ring flooding. Flood forecast by meteorologists leads to the
automatic calculation of the probability of loss for all the ob-
jects within the flood zone and flooding. The loss is defined
on the grounds of the objects located in the terrain landsca-
pe according to GIS. For such purposes the information about
the objects of engineering infrastructure, buildings and facili-
ties, storage of hazardous chemicals and waste management,
enterprises and farms, sites of cultural and historical value,
etc. is used.

Furthermore, in order to find a solution, the system re-
quires to specify the costs of flood prevention for specified
areas. It might be applied to the large-scale projects, such
as dam construction etc. Otherwise apart from running costs
(but including costs of new working places, income tax, etc.),
the costs of evacuation of people and property during the time
of flooding (based on the size of compensation for the lost
property) and the costs of people transportation/relocation
are taken into the consideration. The system will output the
summary which allows us to make well-grounded decisions
on elimination of dangerous flood consequences. In some ca-
ses shore reinforcement and the construction of a dam will be
accepted, in other cases, relocation of road or/and electricity
transmission lines into safe place. Exceptional cases might
require fund allocation for the evacuation of several elderly
residents of a deserted village and compensation for the farm
property losses.

3. The monitoring of economic, social-demographic, ur-
ban planning, natural- environment, etc. situation in the

country in real time is reflected on the government website
by means of Key Performance Indicators (KPI). For exam-
ple, you can see a negative dynamics of indicator "standard
of living". By clicking the button it enters the section of in-
dicators that shows the standard of living. Firstly, there you
can find the ratio of infected by influenza and healthy peo-
ple is close to the level of epidemiological proportion and
anti-epidemic measures should be carried out. Secondly, the
increased mortality rate in road accidents requires necessary
investments in road lighting and/or improvement of the road
police activity. Thirdly, due to the increase in cardiovascular
diseases, necessary prevention activities should be taken into
the consideration.

4. Multi-type information systems of different public ser-
vices will either be unified or replaced by a single integrat-
ed system (ensuring information transparency at all levels).
For example, in the unified system all business processes of
public servants will be reflected in the form of KPI indicator
changes.

5. The State government could be treated as a mathemati-
cal function due to the following approaches:

a) target values of the main socio-economic indicators have
been approved by elections (e.g., "standard of living");

b) there are well-known formulas for calculating the indi-
cators;

c) there is information about the decision taking (there is
a possibility to check how the claimed goals pass toward the
declared goals);

d) the final result is formulated (for example, changes in
the value of the index "standard of living").

6. It will be possible to choose not politicians that give
certain promises, but the system of government objectives.
For example, one politician proposes to increase the value
of "standard of living" by improving the indicators includ-
ed in the formula for calculating the "standard of living" ta-
ken from the sections "Health" and "Education". Whereas,
his opponent in the elections demonstrates the feasibility of
increasing the value of "Competitiveness of the territory /
country", while improving "the ease of doing business level",
"Investment attractiveness" and "Security". The opponent al-
so argues that in the long term it will lead to the growth of
"standard of living". The opponents operate on exact figures.

7. DSS of e-government collects the information on all
decisions taken and the reasoning for retrospective analysis.
The described solutions play an important role in increas-
ing transparency, accountability of the government officials
and focus on the implementation of strategic goals of e-
government.

Apart from quality indicators mentioned above, technolo-
gy of Decision Support System (DSS) and Business Intelli-
gence (BI) are used for the operation of public administration.
Taken together, these technologies are used to enhance the
efficiency of public administration, and represent an integral
part of the concept of government intelligence.

The database collected for manipulating purposes should
combine all the information of public organizations and in
the future will become the largest repository of information
ever created by man. Accumulation of information could
be proceeded by means of Data mining technology (auto-
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correlation, clustering transactions, Self-organizing Kohonen
map, Expectation-maximization (EM) algorithm, logistic re-
gression, neural networks, decision trees, etc.). The extrac-
tion and evaluation of the selected/sorted information will al-
low data user to develop the effective algorithms for decision
making system.

Another important problem is the establishment of e-
government. It means that the processes of re-engineering
of the government, based on the principle of full use of new
opportunities, must be provided by modern information tech-
nologies. The traditional offline business processes and or-
ganizational structures of the government are not effective in
the information society.

The experience how to tackle the problem can be borrowed
from the corporative automation area which is based on ERP
technology. A key task is formulated as follows: a) forming
a single logic of business processes of public administration;
b) optimization in order to increase public efficiency; c) gi-
ving maximum transparency in these processes. In order to
implement this task, the tools of modeling and optimization
of business processes should be used (BPM) [10].

Fig. 1 represents structure of e-governance GIS.

2. Unification and standardisation

In addition, some problems, which are typical for the ini-
tial phase of corporate automation, must be solved in order
to establish e-government. For example, "flap automation",
when part of the functions (business processes) are automa-
ted using a wide range of often incompatible systems that
operate separately [1].

Firstly, the implementation of this approach within the EU
will require unification of the power structures, clearly const-
ructed and formal logic of the actions of public officials. For
example, currently the executive authorities in the different
Member States are different in both: their structure and order
of related functions. The structure, as well as the procedure
for allocation of responsibilities and the algorithms for per-
forming state functions will eventually be unified.

In some cases, it is advisable to create some unified in-
terstate standards for e-government. For example, among the
EU countries there is quite high mobility of the population
which makes it feasible to develop a unified structure of elec-
tronic passports for all EU member states (smart cards with
certificates of electronic digital signature or biometric iden-
tification information, passport data, hospital card, medical
insurance, diplomas and certificates of education, driver’s li-
cense and documents of the state registration of rights to real
estate, banking and billing information, etc.).

Secondly, the executive level of e-government uses several
technologies presented below.

1. Citizen relationship management (based on CRM- tech-
nologies - in this case, instead of customers are the citizens,
instead of commercial goods and services - government ser-
vices) built on the "single window" principle. To provide a
personalized service, taking into account individual circums-
tances and demands of people, all services and information

Fig. 1. Structure of e-governance GIS.

should be organized not in terms of the structure of the state
(by departments and agencies) but from the point of view
of the citizens (in accordance with any events in the life of
people). These life events or "episodes" can include birth,
marriage, death of loved ones, change of residence and ad-
mission to the educational institutions, the own business or-
ganization, etc. Experience gained with the help of Data Mi-
ning and Business Intelligence (BI) is used (In commercial
CRM-system) to improve service and increase customer sa-
tisfaction. This experience will also benefit in e-government.

2. E-taxes involve declaration and payment of taxes, fines
and fees. Statements may be available not only under quarter-
ly basis but also automatically in real time. The possibility of
e-tax declaration may extend the order of tax payment which
entails a revolutionary change in taxation.

3. Knowledge management involves the expert systems,
based on artificial intelligence and Internet technologies, in
order to improve the quality of administrative work, to reduce
the execution time and to automate the processing of stored
information.

Conclusions

The results of the implementation of science-based approach
to the construction of e-government influence the formation
of an information society to a much greater extent than the
results of the currently accepted empirical approach.

Major changes will occur in the sectors of e-government
as G2B (government to business - as a provider of services
- the state, as well as a consumer - the business), G2G (Go-
vernment to Government - in which entities on both sides
are interacting - the state institutions), G2C (government to
consumer - as a provider of services - the state, as well as a
consumer - a real person).

Those who criticize the position of algorithmization acti-
vities of government officials claim that in politics often it
is necessary to make decisions that cannot be justified in the
achievement of the strategic objectives of Balanced Score-
card (according to decision at governmental level). For ex-
ample, a politician can make decisions that may result not in
growth but in declining of value in "living standards of the
area". However, this argument cannot be accepted because
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this parameter (described by official in DSS system) repre-
sents the value or expression which not corresponds to the
strategic objectives. Moreover, there are no formalized per-
sonal goals related to politics or its affiliated structures. Thus,
this point of view does not indicate that the goals are of high-
er priorities than the target growth of living standards.

It should be noted that for certain states and developing
companies the creation of an integrated DSS governance en-
compass difficult and complex project. The problem of pro-
ject implementation at this level is closely associated with
shortage of resources. The solution of the implementation
problem at governmental level depends on the development
of an open architecture DSS (starting with the structure of the
GIS, KPI and BSC libraries). This will involve the creation
of a library devoted to the decision-making algorithms along-
side with the participants and stakeholders from different
countries. As an analogy, you can offer an open architec-
ture IBM PC (involve the creation of the personal compu-

ter industry by designers and manufacturers from around the
world) and a consortium WWW (provide open standards for
growth and development of the Internet). The transparency
of decision-making mechanisms in e-government should be
grounded from the first step of its development.

To stimulate this process, national laboratory "Stan-
dards decision support algorithms in the framework of e-
government" may be established.

Historically, the Internet occurrence is related to the con-
struction of the network services to meet the needs of public
organizations. To solve the technological task (how to im-
prove the reliability of net) the founders of the Network have
implemented such mechanism of an information exchange
which allows us to organize the connections among custo-
mers on a modern level of computer development and tele-
communication technologies, which are more suitable in rea-
lizing many base functions of the state management.
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Abstract. General principles for creating the electronic system devoted for processing and recognition
of myoelectric signals were observed. Due to functional importance, usage of Artificial Neural Networks
(ANN) for recognicion purposes were estimated as principle.
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Introduction

Since the old times people were figuring out how to make
their life easier by using machines and mechanisms. Only re-
cently the technological development has become more rapid
than anytime before. The control of mechanisms and their
interaction with human stimulated the most considerable in-
terest. Such control would not be just mere buttons, but rather
sensors, suited for the registration of human body signal.

Such a sensor is a neuron activity scanner or myoelectric
probes and electrodes. A signal sensed by these nodes can be
barely interpreted seeking required accuracy. In that case sig-
nal processing algorithms, which automatically adapt to the
required mode, are used. This function is performed by the
elements of an Artificial Inteligence (AI) algorithm. In this
case Artificial Neural Networks (ANN) were chosen.

The goal of this work could be formulated as follows: to
observe the general principles for creating the electronic sys-
tem devoted for processing and recognition of myoelectric
signals.

1. Task overview

The muscular activity is registered by electrodes which form
the electric signal as the difference in potential between the
beginning node and the end node of certain muscle group.
Such myoelectric electrodes (see Fig. 1) are connected to the

respective muscle nodes using a conductive gel.
It is very important to realise the true connection circuit

- ground of the probes must be connected to a human node
lacking any muscles. It should be in very short distance to
the point where registration of signal occurs - see Fig. 1.

Each time the electrodes are mounted, the difference in
potential changes due to different mounting points being
chosen, expendable electrodes may have different conductiv-
ity and differently accumulated electric charge can influence
the registration of the signals.

Fig. 1. Myoelectric expendable electrode (right) and basic
myoelectric probing circuit. Two probe wires are connect-
ed to the beginning and the end of the muscle. The ground
wire is connected to the elbow.

aCorresponding author, email: vadim.gerasimov@ateities.lt
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Each signal is noisy. The noise is particularly powerful
when the muscles are in motion while being probed. To re-
duce the noise, filters and an amplifier could be used. How-
ever, it could be expected that the ANN can average the noise
as well.

It is insufficient to amplify the signals, they need to be pro-
cessed, formatted and sent into the further processing node.
Such node could be mobile like all the other nodes of the
system. Then it is necessary to know how to implement the
algorithm suited for such a mobile node - an embedded sys-
tem. An open ANN library, viable with an embedded system,
such as Raspberry Pi could be used.

The ANN architecture that would adapt itself to the exist-
ing calibrating data, and at the same time would not be a bur-
den for the embedded system in terms of calculation power
should be chosen.

Myoelectric signal recognition works were carried out
long time ago. In 1990, Kelly et al [1] attempted to recog-
nise myoelectric signals for prostheses control. At that time
it was performed on a serial memory computer, and the proc-
essing power did not grant performance to solve the funda-
mental task. The method that was used in that work was the
Hopfield network, suited for time dependent signal registra-
tion. That network uses a closed loop method for calculating
the synaptic parameters. As stated in Ref. [1], classification
was successful using Sequential Least Square algorithm.

For a similar purpose, A. Soares et al [2] tried to use Mul-
tilayer Perceptron Backpropagation Feedforward Network to
recognise and classify the myoelectric signal in groups; what
the signal was originated from and to control virtual prosthe-
ses. Network was comprised of at least 80 neurons. The tests
were successful.

Electromyogram. The muscle signal in time distribution
(potential time-resolved dependency) was titled as Electro-
myogram (EMG). The central nervous system, comprised of
the spine cord and peripheral nerves, controls the actions of
muscle fibres, which basically determines movements. The
muscles consist of special cells, which are able to contract
and relax. These actions are stimulated by the motor ele-
ments - neurons.

The EMG can be probed in two ways: a) surface mounted
EMG (SEMG), when the electrodes are attached to the skin
surface; and b) less popular intramuscular EMG - a needle
shaped electrode is injected into the muscle. The former va-
riant of electrodes was chosen due to low invasiveness. The
SEMG measures muscle fibre electric potential difference for
one motor unit. Such potential differences are called mo-
tor unit action potentials (MUAP). The potential difference
is around 100 mV, but because of the fibre connecting lay-
ers and skin, the SEMG is a complex signal with very small
amplitude (from µV up to 5 mV). Fig. 2 represents the typical
SEMG as a EMG from skin surface.

Fig. 2. Typical SEMG as a EMG from skin surface. Abscis-
se x represents the index of set, ordinate y - signal potential.
Adapted according to Ref. [3].

2. Algorythms and learning processes

Learning a program or algorithm is a process that gives
better performance, while storing information about the en-
vironment. Initially the multi-way algorithm could work not
ideal due to absence of true conditions. To forecast all situ-
ations in life is impossible.

The task of robot in labyrinth is quite suitable for explai-
ning. Let’s say, a robot is given motion in a labyrinth. Each
new labyrinth does not give any chance to the programmers to
foresee each entangled turn; only a learning algorithm would
be able to do something like that. The programmers could not
expect any changes in a system, for example, changes in mar-
ket prices that would be good to predict for future. There are
such tasks that the programmers themselves do not know how
to solve them; instead they rely on the learning algorithm.

Machine learning must have a feedback; otherwise the me-
chanism will not know what is true or false. There are several
machine learning feedback types.

1. Unsupervised learning. At this point a machine or a
robot must learn the structure of the given problem. These
tasks are usually solved by data clustering or genetic algo-
rithms. It means that the algorithm must choose the correct
input data by itself. Suppose, if a robot-driver was let in town,
it would have to know days, jammed by traffic, and free of it.

2. Reinforced learning. In this case the program must
get "encouragement" or "penalty" for the results. This means,
should a robot-driver hit a pillar, give him the bad signal, or
give a good signal if the pillar was successfully bypassed.
Which actions induced the encouragement or penalty is to be
determined by the algorithm.

3. Supervised learning. Certain actions are provided to
the programme taking into consideration sensory input data.
Simply imagine, that the instructor dictates, where to turn the
wheel, when the robot-driver drives up to the curb.

Innovative Infotechnologies for Science, Business and Education, ISSN 2029-1035 – Vol. 1(18) 2015 – Pp. 7-12.
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Table 1. Learning data.
Signal potential value from mioelectric sensor at different
time (t1,t2,t3,t4,) and corresponding shift d

t1, t2, t3, t4, d, cm

0,07 0,09 0,10 0,09 28
0,08 0,11 0,14 0,10 46
0,08 0,10 0,11 0,11 25
0,06 0,09 0,11 0,07 36
0,07 0,08 0,1 0,07 49

Supervised Learning plays the most important role in the
artificial intelligence systems. Also supervised learning is an
objective of this work.

Suppose, sensors give some input data, which will be de-
noted as matrix X. Its columns are of a separate myoelectric
sensor input data, and rows represent a separate sample. Lo-
gically though, one needs a Y matrix, the columns of which
are the decision data set (that or this action), and the rows are
the decision sample set. Further, an example that was actually
implemented in this work will be provided.

Myoelectric sensors of system produce the time-dependent
signals as values xtn for recording. Index t represents the re-
gistration time and n - sensor order. Considering the X, one
needs to know the ytn data, which at the given time t show
what decision n should be made. At this point some condi-
tions are being created, which are listed in Table 1.

Definitely, the number of samples of data is too little, it
should be several hundreds. The task could be formulated as
follows: how certain data values could be related with a con-
tinuous function? This is where the approximation algorithm
is of great help.

The task of a supervised algorithm is to find such a so call-
ed hypothesis function H , which can be adapted to table’s
patterns and other unforeseen results, which is to approxi-
mate the actual function f(x). Fig. 3 represents the results
of a hypothetic experiment, where scattered two-dimensional
data could be estimated as weak-correlated dependency.

To make conclusions about the experiment, it is necessary
to summarize the data point distribution, i.e. describe the
data with some kind of a function, which would approximate
the pattern. Fig. 3 represents also and two possible approxi-
mations: linear as well as parabolic.

The error of the applied function could be measured while
testing on test data, which were not used while fitting the
function, although still connected with the learning data. A
well chosen hypothesis function has not only the least er-
ror with the learning data, but also with the test data, which
means, that given new unknown input data, the function pre-
dicts the answer the best.

Sometimes a function f(x, · · · ) could be estimated as sto-
chastic. At this point one needs to know a relative distribution
of a function P (Y |x). If the output data are discreet and of
finite number, then the task is called classification. When the

Fig. 3. Typical data of simulated experiment (open dots).
Linear and parabolic approximations in red.

data are of yes/no type, then the task is called Boolean clas-
sification. If the output data are continuous, then the task is
called regression. Solving a regression problem is to find the
average expected value of y. Statement that H exactly match-
es the f function is false, the probability is equal to zero.

It is very important then to define the "best approxima-
tion". The error rate of a hypothesis is a quantity of H(x) 6=y
occurrences in a (X,Y) space. A low error rate of an H func-
tion does not mean that chosen hypothesis function is good.
There is a chance, that the function is precise to the given
training data, though not to the test data. This effect is call-
ed overfitting, which is withdrawn when testing the function
with the test data or rather called the validation data, decreas-
ing the function’s precision until reaching the least average
error with the test data. It is called the cross validation and
model selection.

This technique is implemented in the MatLab [4] modules.
However, since the chosen instrument happens to be an open
library which was installed in the processing unit, it has no
validation options and function precision is chosen by default
- first order.

4. Linear regression method

Let us formulate the following task [5]: we need to adjust a
linear function y to the set of data points:

y = θ1
.x+ θ0 (1)

Three vectors: X, Y and Θ represent the arguments, values
and weight coefficients (also known as the synaptic parame-
ters in the neural networks). Choosing the weight parameters
is intended to minimize the overall empirical error. Traditio-
nally that is achieved using the function of difference square
L2:

Error(He) =
N∑

j=1
L2(yj ,He(xj)) (2)

Error(He) =
N∑

j=1
(yj −He(xj))2 (3)

Error(He) =
N∑

j=1
(yj − (w.

1xj + w0))2 (4)
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This task requires to minimize the function Error. First
derivative is equal to zero:

∂
∂Θ0

N∑
j=1

(yj − (w.
1xj + w0))2 = 0 (5)

∂
∂Θ1

N∑
j=1

(yj − (w.
1xj + w0))2 = 0 (6)

The solution of the system is then unique:

Θ1 = N .(
∑

x.
jyj)−(

∑
xj).(

∑
yj)

N(
∑

s2
j
)−(

∑
xj)2 (7)

Θ0 = (
∑

yj−Θ1(
∑

xj))
N (8)

The learning algorithms are based upon the change of the
weight coefficients so that the error function is as small as
possible. In case of a straight line, the space of weight co-
efficients is two dimensional. Such function, arguments of
which are only two weight coefficients and the value of it is
the error, has a concave shape and a global minimum. The
successful choosing of such a minimum terminates the learn-
ing in terms of a linear regression. Choosing other functions,
far more complex than a mere straight line, may render issues
with representing the weight coefficients. In this situation an
overall optimization problem must be solved altogether.

To do that, hill leap or a gradient descent algorithm is used,
while tracking the gradient value in the given point. Starting
from any parameter set, and:

Θ1 ← Θ1 − α
∂

∂Θi
Error(Θ) (9)

Here α represents so called learning rate or size of the step.
It can be constant or change in time. Let’s express the hypo-
thesis function H as the multiparametric function:

Hsw(xj) = Θ0 + w1
.xj,i + · · ·+ wn

.xj,n (10)

Here xj,0 is equal to one. Such function can be represented
as a product of two matrices:

Hsw = Θ.Xj =
∑

i

Θi
.xj,i (11)

Hence the solution can be found not only in the gradient
proximity, but with an equation:

Θ∗ = (XT X)−1XT Y (12)

5. Classification and logistic regression

Linear functions can also be used for classification. Seismic
data task is very suitable for such purposes. Let x and y are
seismic data as bulk and surface wave amplitudes. The proba-
bility of an earthquake or an underground explosion depends
on these two data sets, which, in turn, are of great interest to
seismologists or military experts.

Fig 4. Typical seismic data (open dots). Straight line sepa-
rates data groups into classes.

For example, lets determine the quake value as 0 and ex-
plosions as 1. Fig. 4 represents data distribution, where se-
paration of data groups takes place.

The decision boundary is a line (or a surface in a multi-
dimensional space) which separates two data classes. This
boundary is called the linear separator. This time the equa-
tion can be inexplicit :

θ0 + θ1
.x− y = 0 (13)

Hence the classification condition can be formulated as fol-
low:

HΘ = 1, if (Θ).X > 0 (14)

HΘ = 0, if (Θ).X < 0 (15)

Similar to the threshold function algorithm shown below
is called the perceptron learning rule:

Θi ← Θi + α(y −HΘ(X))× xi (16)

Sometimes it is inconvenient to classify using threshold
functions, when a continuous traverse over the separator is
needed. Also the threshold function cannot be differentiated
at the separator (because a derivative of a sudden leap
function is delta function). For that purpose a continuous
differentiable sigmoidal function was created:

σ(z) = 1
1 + exp(−z) (17)

Second order sigmoid containing linear regression function
could be used for validation and regularization purposes:

HΘ(X) = σ(Θ.X) = 1
1 + exp(−Θ.X) (18)

Sigmoid and the threshold function are presented in Fig.
5. The sigmoid weight coefficient selection for error mini-
mization is called the logistic regression. This problem can-
not be solved analytically; however it can be solved using the
"gradient descent". Eqns. (19-20) represent the mentioned
algorithm.
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Fig 5. Different threshold functions: a) 1-D threshold func-
tion; b) 1-D sigmoid function; c) 2-D sigmoid function, sui-
table for data approximation presented in Fig. 4. Adapted
according to Ref. [3].

∂

∂Θi
Error(Θ) = ∂

∂Θi
(y−HΘ(X))2 (19)

∂

∂Θi
Error(Θ) = 2.(y−HΘ(X))×H′ × xi (20)

The derivative of sigmoid function H satisfies the given
condition:

H′(z) = H(z)(1−H(z)) (21)

hence the error minimization procesure was done by follow-
ing expression:

Θi ← Θi+α(y−HΘ(X))×HΘ(X)(1−HΘ(X))×xi (22)

6. Neural networks

The term neural networks is derived from the brain activity
research fields; however, the only thing they have in common
is the idea and the components’ name. The artificial neuron
is comprised of several parts, including input node, working
node (input function, bias weight, activation function) and
output node (dendrite) - see Fig. 6.

The artificial neuron is basically a way the regression or
the classification functions and their parts are represented - it
is a concept. To be able to talk about Artificial Neuron Net-
work (ANN), they should be connected into an entity - a cer-
tain topology. Neuron i is connected to the neuron k, so that
the activation function ai would be passed from i node to j
node. Each node has its own weight parameter θi,j which de-
termines the connection status. Additionally the neuron has
also the bias weight node a0=1 with a related weight parame-
ter θ0,j . First, each j node calculates its input sum:

inj =
n∑

i=0
θi,j

.ai (23)

And then it interposes it into the activation function - usually
sigmoid:

aj = g(inj) = g.(
n∑

i=0
θi,j

.ai) (24)

The ANN can be divided into two big topological groups:
one way sequential and recursive (with a feedback) transfer.
One way sequential network is grouped by layers.

Fig. 6. Diagram of a neuron. Adapted according to Ref.
[4].

During the execution mode each a layer receives the data on-
ly from the previous layer, and accordingly transfers only to
the next layer. Fig. 7 represents the typical ANN diagram.

The input layer consists of the input information neurons,
which receive the data directly or reduced from the sensors.

The intermediate or "hidden" layers are the main process-
ing neurons, which contribute to the overall hypothetic func-
tion shape. The output neurons retrieve the data to the exe-
cution nodes directly or in a reduced form, for example, to an
electromechanical system. Each argument of the neuron ac-
tivation function stems from the previous neuron activation
function value.

A single hidden layer can represent any continuous func-
tion to a certain precision and adding the second hidden
layer enables the network to represent discontinuous func-
tions. Adding more layers may represent any other kind of
functions, though the working mechanism becomes rather
difficult to understand. Due to it, choosing the ANN archi-
tecture demands model experimental tests - selecting such a
network that would satisfy the objective conditions.

The task of the selected network is to find such a hypo-
thetic function, which would give the needed feedback after
taking certain inputs. In other words, the network training is
a convergence of the hypothetic function to the real function,
which in turn describes the pattern. To converge the function
one needs to calculate the error in the output neuron, depen-
dent on the synaptic parameter Θ:

∂

∂ΘError(Θ) = ∂

∂Θ[Y−HΘ(X)] (25)

∂

∂ΘError(Θ) = ∂

∂Θ
∑

k

(yk − ak)2 (26)

∂

∂ΘError(Θ) =
∑

k

∂

∂Θ(yk − ak)2 (27)

Here Y represents the output data vector, which shows a sin-
gle exemplar output datum, comprised of several parts; for
example, if probed muscles are stretched - turn the motors
with a certain speed, which is demanded by the controller.
H represents the hypothetic function vector, parts of which
evaluate the output neuron components separately (e.g. for
each sensor). Θ represents the synaptic parameter matrix,
the elements of which evaluate the components of the pre-
vious neurons and the output neurons.
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Fig. 7. ANN system based on three hidden layers.

The k index determines the number of the output neurons,
which indicates how many controllable parameters are there,
e.g. motor power or actuation. The calculated and minimized
error in the equation is written only in terms of the output
layer.

For the network to converge, it is necessary to transfer the
calculated error from the output layer back to the hidden lay-
ers, down up to the input layer. This algorithm is called the
back propagation algorithm.

Let Errk is a component of the (Y−H) vector. Then we
describe the modified error:

∆k = Errk × g
′
(ink) (28)

where

g
′

= d

dx
[ 1
1 + exp(ink) ] (29)

Hence the weight coefficient selection (or simply learning)
rule is as follows:

θj,k = θj,k + α× aj ×∆k (30)

The hidden layer j node function component error is cal-
culated with the following equation:

∆j = g
′
(inj)

∑
k

Θj,k∆k (31)

Briefly, the back propagation learning algorithm is in fact
the minimization of the error between the output data and
the calculated neural network output data in each layer where
each node minimizes the error depending on the error of the
j node, which in turn is the next after the i node. Mathemati-
cally the error calculation in each of the nodes and its transfer
look like this:

∂Errork

∂Θi,j
= −2(yk − ak) ∂ak

∂Θi,j
= −2(yk − ak)∂g(ink)

∂Θi,j

(32)
∂Errork

∂Θi,j
= −2∆kΘj,kg

′
(inj)ai = −ai∆j (33)

Here ∆j was described above, and the equation ultimately
means, that the point of minimizing the error is to transfer
the minimized error back into the next layer - actually the
previously standing layer’s nodes.

The neural network execution mode is comprised of data
transfers into the input layer, and the calculation of the reac-
tive data with the converged hypothetic function.

Conclusions

General principles for creating the electronic system devoted
for processing and recognition of myoelectric signals were
observed.
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Introduction

Previous publication [1] represents literature overview - how
to create the electronic system devoted for processing and re-
cognition of myoelectric signals. Artificial Neural Networks
(ANN) algorithm was described as an electronic model based
on the neural structure of the human brain.

The hardware needed for scanning and amplification of
myolectic signal was provided by Laboratory for Medical Re-
habilitative and Assistive Technologies at Vilnius Gediminas
Technical University. The hardware construction, assembly
and testing was carried out at Machine to Machine Lab at Vil-
nius University in 2014÷2015. Such signal decoding and in-
terpretation could be used in prostheses technology and other
human-machine interface.

Work objectives could be formulated as follows:
a) to design an interface, suited for myoelectric signal recog-
nition - from human body mounted sensors;
b) to construct a robot-manipulator controllable by afore
mentioned interface.

1. Embedded systems

The embedded system represents a computer system, the pur-
pose of which is precisely determined in a mechanical or an
electronic system. Often it is equipped with an operating sys-

tem (OS), which can be embedded or real-time.
The difference between them in execution manner is that

the former, embedded system buffers its tasks [2], usually it
has its own command interpreter and additional applications
such as the Internet browser can be installed. The latter is
real-time system; the performance of its tasks is carried out
as soon as possible and the tasks are started not from com-
mand line or user interface, but programmed before booting
the system. An embedded system may even be somewhat si-
milar to that of a normal PC system [2]. Some embedded
systems are able to compile the executable code inside with-
out the use of external equipment.

Physically an embedded system can be used for different
purposes - from digital clocks and music players, to indust-
rial objects - traffic lights and production lines. Its user in-
terface can be graphical (GUI) with various controls, console
prompt, or without any control. A system with GUI may be
connected to an external monitor or an embedded miniature
screen. Most frequently used processors are RISC processors
(Reduced Instruction Set Computing). These processors can
be with an integrated memory or with external circuits, suited
for the operational memory access. The number of cores can
be from one to several, e.g. Raspberry Pi B and Pi 2 differ in
core number. The second model may utilize its four cores for
parallel computing software.

An embedded system may also be designed with a periph-

aCorresponding author, email: vadim.gerasimov@ateities.lt
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Fig. 1. Raspberry Pi B board. According to Ref. [4].

ery: asynchronous transmission line (RS-232, RS-422), syn-
chronous transmission line (I2C, SPI), USB, card reader,
network interface, timers, discreet/digital signal pins, ana-
logue/digital converters. [3]

Embedded system software. The embedded system con-
trol can be implemented in several ways [3].
1. Program loop. It calls subprograms and executes them
sequentially.
2. Interrupt-controlled tasks. A timer or a com-line after
receiving control bytes switches tasks from one to another.
3. Cooperative parallel task distribution. The method is si-
milar to a loop mechanism, but here the tasks are given their
own environment for execution. Thus, when a task execution
is no longer needed, it calls a routine process "PAUSE",
which halts the execution.
4. A multithread operating system. Such OS contains a
kernel, which assists tasks in switching, using priorities or
semaphores. This is called a real-time OS.
5. Micro-kernels. This is a logical step forwards in com-
parison to a real-time OS. The difference is that the kernel
allocates the memory and switches the processor from one
task to another.
6. Monolithic kernels. This is a higher level, when the ker-
nels have complicated control systems. Such a system can
be of a Linux or a Windows basis, therefore they need high
performance hardware (higher than just any ordinary mic-
rocontroller). These embedded systems may have separate
drivers or programme packages.

There are different choices of embedded Linux OS dist-
ributions, intended for different processor architectures, for
example: ARM, AVR32, MIPS, Xtensa. The possibilities of
an OS depend on the distribution. For example, "OpenWRT"
is intended for network switches or routers, "Debian" and
"Ubuntu" based Linux systems more versatile, "Arch" is suit-
ed for a certain, fully programmable task to be executed.

Embedded system board - Raspberry Pi B The reason
why this variant of an embedded system was chosen is its
growing popularity. There were different attempts to use the

basis of this board in constructing radio transmitters, control
cores, or other probe nexuses. The Raspberry Pi B illustra-
tion is shown in Fig. 1.

The board is equipped with integrated circuits, suited for
HDMI, SD card, USB, Ethernet RJ45 or audio connections
control. The board also has a small battery of 26 digital pins
for discreet digital functions or transition lines functionality
of which covers, but is not limited to digital signalling, for
example UART, SPI, IIC. Different equipment can be con-
nected to the board: video cameras, GSM modules, sensors.
The board is designed to utilize the Broadcom manufactured
ARM11 (ARMv6) processor - the BCM2835.

BCM2835 processor. The Broadcom manufactured pro-
cessor - BCM2835 utilizes the ARM11 architecture for the
main processing node (with the ARMv6 instruction set), and
Broadcom VideoCore IV for the graphical processing node
[5]. Its technical specification are presented below. Se-
cond level 128 KB Cache memory module; 700 MHz CPU
clock speed; High Definition and multichannel video proc-
essing supporting the most popular codec’s; Embedded HD-
MI, NTSC, PAL, VGA interfaces; 256 MB SDRAM memo-
ry; DDR NAND Flash memory USB 2.0; SD Card 3.0; Et-
hernet 10/100 Mbps controller; Audio interface; SPI, UART,
I2C; Is able to support Linux OS’es: Raspbian, Pidora, RISC
OS, Arch, FreeBSD, OpenWrt, SlackWare;

Embedded system board - Raspberry Pi 2. The newest
embedded system board was used for comparison and the me-
chanism control implementation (see Fig. 2). The second Pi
model board (like the Pi B model) also has similar integrated
circuits. Among those things it is also equipped with a big-
ger - 40 pin battery and four core processor ARM-Cortex A7
(ARMv7) BCM2836.

BCM2836 processor. The Broadcom’s BCM2836 pro-
cessor uses an ARM A7 architecture for the CPU (with the
ARMv7 instruction set) [7]. Its additional specifications are
(save for the basic BCM2835 ones): 900 MHz clock frequen-
cy; Only HDMI interface; 1 GB LPDDR2 SDRAM memory;
Able to additionally support OS’es like: Android, Ubuntu,
Windows 10.

Fig. 2. Raspberry Pi 2 board. According to Ref. [6].
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Fig. 3. Raspberry Pi software hierarchy diagram. Adapted
according to Ref. [8].

2. Linux embedded operating system

Many operating systems were released for the Raspberry PI
to fulfil different tasks; the most popular were listed above.
Linux Raspbian OS was used in this work. This system is
created in compliance with the GNU GPL licence. Its distri-
bution stems from its progenitor - Linux Debian [9]. Work
in the operating system may be carried out via the internet
or/and the external monitor.

Writing and compiling of a code is possible on the board
itself, which is very convenient - there is no need for external
computer resources that should assist in constructing the code
before porting it to the board. The compilation is performed
like on a simple personal computer, entering a command in
the prompt terminal: gcc (for C language), g++ (for C++ lan-
guage) with the source code file names, object file names and
an object connection key "-o". The Raspbian system even
supports other Integrated Development Environments (IDE),
offering a better comfort for programming, one of the IDE
examples could be "CodeBlocks".

However, additional libraries, like the <math.h> and other
periphery connecting libraries, like the <wiringPi.h> are
reached using special terminal keys -lm and -lwiringPi. The
peripheral library must be installed separately, and may also
differ for different operating systems. The principle diagram
of the system, its drivers and application software are illus-
trated in different layers in Fig. 3.

3. Parallel programming

To control several nodes at the same time, it is necessary to
write a parallel programme. Parallel task execution on a sys-
tem usually commences independently and asynchronously
(unless it is a distributed calculation) - unlike in a sequential
programme. The operating system, which is installed in an
embedded board, takes care of the parallel programme exe-
cution to not hinder each other. Each separate programme is a
different independent process, which is executed in allocated
time on one of the processor’s cores. However, one process

can be decomposed into separate parallel nodes. Such coor-
dinated operation (avoiding conflicts in data exchange) can
be implemented in several ways [10].

1. Interaction via shared memory. Each processor core
commences thread execution, which in turn belongs to a sin-
gle process. Threads exchange their data via shared memory,
allocated and common for the given process. This is imple-
mented by using either the features of the programming lan-
guage itself (like Java or C#), or using the help of libraries
(such as used in this work - Posix PThreads for C language),
or declaratively (using OpenMP library), either using the em-
bedded compiler tools (like the High Performance Fortran).
Such thread implementation demands additional control in
thread interaction - Mutex’es, semaphores or monitors.

2. Interaction between thread using message passing.
Each processor launches one thread, which exchanges mes-
sages with other threads that are executing on other proces-
sors. Implementation of such interaction is possible using
MPI libraries or language features (like High performance
Fortran, Erlang, Occam). Messages can be passed assyn-
chronically or using a rendezvous method, when the sender
is blocked until its messages are received by another thread.

In this work a library called Posix PThread was utilized
for several reasons. Firstly, it is native in the Linux system.
Secondly, its thread control is moderately explicit, comparing
with an OpenMP, although not as much as in MPI, where one
has to take care of each thread’s message passing [14]. It is
worth mentioning, that launching a few threads, which share
variables, it is necessary to utilize mutexes, semaphores and
monitors.

1. Mutex. An object/structure, which can be locked in
one of the threads, before executing operations with shared
variables, and unlocking them afterwards. In another thread,
where the same mutex is attempted to be locked, the process
halts (optionally) until the wanted mutex is unlocked by the
different occupied thread.

2. Semaphore. A mechanism, working just like a mutex,
which also has a quota for the variables - one can lock it or un-
lock it several times. In such case a variable can be reached by
multiple threads, as many as is permitted by the semaphore.
The set quota for one thread is, in fact, a semaphore’s substi-
tution for a mutex.

3. Monitor. An observer which lets the threads not on-
ly to wait for their turn to execute, but supplies additional
conditions, as well as informs other threads of the changed
statuses.

4. Equipment construction

4.1. Tools for probing myoelectric signal

The probing experiment was carried out using electrodes as
described in Ref. [11]. These cables are protected from me-
chanical stresses and breaking, they are made of an nonsol-
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Fig. 4. Muscle Sensor v3 model muscle signal amplifier
(manufacturer Advancer Technologies). Adapted according
to Ref. [11].

derable metal and are relatively expensive. Disposable
mounting stickers are prepared with a conductive gel. They
are moulded on the sides of the measured muscle nodes,
and the black ground wire on a bony area near the muscles.
Muscle signal amplification takes place in a special precision
amplifier circuit - see Fig. 3.

The principle of its operation is based on a differential
amplifier AD8226 to strengthen microvolt level signals up to
a couple of hundred millivolts or even 2÷3 V. The amplified
signal is then inverted to the positive voltage, using the inst-
rumental operational amplifier - TL084 model.

After the signal is being smoothed using another circuit
node of TL084 model the signal received in such way is not
just any set of modulated sinusoids, but rather a curve, which
depends on the muscle tension intensity. If need be, the signal
may be amplified or weakened at the second-stage amplifier
before sending it to another node. A major drawback of this
scheme is the implementation of the power supply - it must
be powered by a three-pole power supply or a battery (with
the plus, minus and ground terminals).

Fig. 5. The basic diagram of the system.

4.2. Main board construction

In order to scan a multi-channel signal, it was decided to
construct a main board with a 32-bit ARM Cortex M3 pro-
cessor (LPC1316). It was chosen because it has a number
of pins connected to a 12 bit analogue-to-digital converter,
as well as UART (Universal Asynchronous Receiver Trans-
mitter) interface. The final layout is able to support up to six
amplifier modules - see Fig. 5, left bottom part. It works
as follows: every fifty milliseconds the signal is registered
from the amplifier, converted into digital information and for-
warded through the UART interface to other nodes. Trans-
mission is constant, regardless of receiving node. Receiving
node is described in the theory section - embedded systems
Raspberry Pi B and Raspberry Pi 2.

4.3 Assistive mechanical robot

For the research of mechanism control a robot-manipulator
E.A.R.L (Ergonomic Assistive Robotic Limb) was created -
see Fig. 6. Its parts were manufactured using a laboratory
milling machine. The vertical axis rotates due to belt trans-
mission. Shoulder and elbow joints are driven using a worm-
gear. These gear systems are powered using stepper motors,
while the wrist actuation is handled by servo motors.

To control and drive the stepper and servo motors printed
circuit boards were constructed. The operating mode of the
above mentioned boards is selected using the UART inter-
face. The operation commands are sent from the embedded
system board to the stepper driver boards.

Fig. 6. Prototype of robot manipulator E.A.R.L. which was
used to test the neural network control performance.
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Fig. 7. Complete robotised system including: 1) robot ma-
nipulator; 2) remote control glove; 3) myoelectric probes; 4)
amplifier; 5) signal converter; 6) Raspberry Pi 2 embedded
system; 7) motor drive board.

Additional control is carried out with an ergonomic glove
fitted with buttons and if pushed they signal the system.

Combining all the components into a single system, the
functioning machine was developed as a hardware-software
sollution (Fig. 5) E.A.R.L.

This system consists of muscle signal probes - stickers and
the cables. They are connected to the muscle signal ampli-

fier. The amplifier enhances about 50 thousand times, inverts
and smothens the signal and feeds it into the distribution unit
(main board). The distribution unit sends the data every 50
milliseconds using a command "ADC#XXXX", where # is
the channel number and XXXX represents the value from
zero to 4095.

The embedded system, using the UART interface, receives
and decodes incoming messages using one of the software
threads, and depending on the selected programme mode,
makes decisions. The remote control unit communicates di-
rectly with the embedded system. Its desicions are displayed
either on the screen (in case of muscle signal decryption mo-
de) or are sent to the motor control board (in case of robot
control mode). The motor control board using a special pro-
cessor and the UART interface accepts commands from the
embedded system and using special driving circuits controls
the voltage applied on the stepper motor coils, or the servo
motor feedback system.

Fig. 7 represents complete robotised system including ro-
bot manipulator, remote control glove and the described elec-
tronic equipment.

Conclusions
1. The designed robotic mechanism E.A.R.L. (Ergonomic

Assistive Robotic Limb) was succesfully created using
several interfaces, suited for myoelectric signal recogni-
tion.

2. Package of monitoring program was created, adjusted and
adapted for presented interfaces.
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Introduction

Previous publications [1] and [2] are devoted for describing
of general principles for creating the electronic system devo-
ted for processing and recognition of myoelectric signals and
to design an interface, suited for myoelectric signal recogni-
tion - from human body mounted sensors.

This work is devoted for describing the software algorithm
and the proceeding of the experiment of muscle task.

Muscle signal interpretation (arm motion and load) has
been tested to train the device to understand how far a hand
moved and what load was exerted on it. The algorithm is im-
plemented on the Raspberry Pi B. Since moving the hand or
any other muscle, results in the difference of electrical po-
tential it may be expected that the smoothed signal will be
proportional to the force generated by the muscles. It may
also be expected that integrating the value of force twice re-
garding time it is possible to obtain a coordinate. The fact
is that a muscle may be strained without moving the hand or
accidentally, unintentionally stretching it (or due to seizures).

Work objectives could be formulated as follows:
a) to establish the optimal neural network architecture;
b) to create the code of a control program containing task
decision module operating by means of an Artificial Neural
Networks (ANN);
c) to describe the conditions of training;

d) to estimate the neural network convergence.

1. Algorithm of supervized learning

Since it is difficult to imagine what an integated function or
its coefficients would look like, it is better to trust the neural
networks to take on the calculation. Then it is necessary to
take care which of the neural network architectures are best
to use. Since it was decided to use a supervised learning,
the Feedforward Backpropagation (BP-FF) architecture was
selected as most suitable neural network model. This is a tra-
ditional architecture, in which the data is calculated from the
starting node of the network to the ending in the execution
mode and vice versa in training mode (detailed description in
previous Ref. [1]).

The task was formulated as follow. As, for example, the
hand moves bending at the elbow, starting with zero coordi-
nate - see Fig. 1. About 20 measurements are registered every
hundredth milliseconds, number of input neurons is equal to
20. The estimated coordinate should be output in the last neu-
ron network layer the number of comprising neurons of which
is obviously - one. The number of neurons in the hidden layer
and the number of the hidden layers themselves were adjusted
from one to ten neurons and from one to three layers respec-
tively.

aCorresponding author, email: vadim.gerasimov@ateities.lt
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Fig. 1. Schema of biomechanical experiment. The data are
entered and displayed on the terminal screen - digital indi-
cator .

The other parameters like transfer functions have been
chosen traditionally - symmetric sigmoid function in the
middle layer and linear for fringe layers. Since all the data
are reduced to [-1÷1] the accuracy was selected relative -
0.5%. Due to that the network convergence occurs within
30÷100 epochs - depending on the training sample number
10 or 30. Such small number of samples is due to the fact
that all the data were submitted by moving the hand along
the ruller and correcting it with a keyboard, rather than from
prepared tables.

The hand weight load experiment was a similar task,
though the arm muscle group needed to be strained using
weight, or scales expecting the result to be output on the
screen.

Writing a neural network algorithm from a scratch and
making it functional is a very long and painstaking work,
which may take a several years. Therefore, it was chosen
to use the neural network library FANN (Fast Artificial Neu-
ral Network) [3], developed in Danmark in 2003. FANN is
cross-platform library realized in twenty languages.

2. The muscle signal interpretation program

Muscle signal interpretation program was made according to
Ref. [4]. Since the embedded system is connected either to
the terminal or to the display, at least a terminal-user interface

Table 1. Predetermined parameters.
Parameter Value
message size 180 symbol
single data sample size 20 units
the number of input neurons 20
the number of output neurons 1
the hidden layer number of neurons 1 ÷ 10
and the number of layers 3 ÷ 5
the accuracy of convergence 0,001
the maximum number of iterations 5000
the graphical message of epoch status 100 epochs

had to be made. The software code written in small blocks
which perform a particular function by pressing different
keys. This is implemented with the traditional cycle. "While"
and the condition "if". Data reception from the UART in-
terface is written using the wiring Pi library. The received
message is of "ADC XXX" type, where XXX is a three-digit
hexadecimal number. Only the numbers of the message are
extracted and converted to decimal for compatibility of types
and user control-diagnostic convenience.

The predetermined parameters are presented in Table 1.
When a character is entered into the terminal, depending on
the key entered certain action occurs several operations must
be provided - see Table 2.

The whole code was compiled on a Raspbian OS with
the GCC compiler directly on the Raspberry Pi B, using the
FANN libraries and compilation keys -lm and -lwiringPi.

3. Robotic manipulator algorithm

Complete robotised system including robot manipulator, re-
mote control glove is described in previous Ref. [2].

The glove (1) has embedded buttons which have several
functions. They switch modes or directly manage the robot
joints. Their signals are directly scanned by an independent
thread created by the main thread in the embedded system (6)
- see Fig. 2.

Robot operation programme is implemented in the new
Raspberry Pi 2 board. Regardless of the mode the motor
control thread sends the appropriate commands to the motor
control board (7). Switching the mode, the semaphores creat-
ed by the main thread grant the permission to other threads.
Learning thread which starts listening to the myoelectric

Fig. 2. Block diagram of manipulator control program.
Rectangles: gray - external input/output devices; blue - the
main independent thread; green - secondary independent
thread; yellow - semaphore controlled secondary thread.
Arrows: black - data transfer direction, blue - the creation
of a secondary thread, red - semaphore control messages.
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Table 2. List of operations.
Command Abbr Description
Introduction (new training data) N need to move one’s hand immediately to set its final position and enter the moved distance into

the program;
Write data to file W required by the FANN library mechanism for further data storage and training;
New data set recording R resets the counter;
Neural network training L with previously set parameters creates a structure in which the coefficients (synaptic parameters)

change to adapt to the training data, they reach certain precision. Having completed the training,
network parameters are recorded and saved to a file, and the memory is freed;

Execution mode X is similar to the recording mode, only here the data from the UART interface are fed into the
trained network, which was loaded from a file. The converged network quickly calculates how
far the hand has moved and displays the result in the output.

Exit Q changes the cycle "While" condition after which program is stopped the terminal line is returned
to the system.

signals from the electrodes (3) via the amplifier (4) and the
distribution plate (5) as soon as the signal is sent from the
glove (the data which are learned are robot current instruc-
tions, the value of the motor speed and reverse setting).

The data are then saved in the file system. When the need-
ed data are registered and the modes are switched, three other
threads in parallel start to converge the neural network synap-
tic parameters. During the execution mode a constant myo-
electric signal scanning takes place, but this time the data are
sent to the neural network for it to make decisions. At the
same time the robot direct control via the glove is also avail-
able. The text is illustrated by the diagram shown in Fig. 3.

4. Results

4.1. Myoelectric signal decryption experiment

The arm muscle signal depends on the fatigue and the initial
load, as well as an accumulated charge of the system, which
may result in additional signal offsets.

This may mean that after each reconnection of the elec-
trodes and after a certain period of time and under certain
circumstances it is necessary to recalibrate - additionally train
the neural networks. Arm movements can be too early or too
late, hence, the waveform may be different from the one that
was expected. - see Fig. 3.

The arm movement should be carried out under the same
conditions - if the training is carried out with vertical dis-
placements, the testing must also be performed for vertical
displacements. Sudden seizures and poor electrode fixation
may give signal spikes, which can be unfiltered by the neural
networks - see Fig. 4.

The training data show that (without the failed signal prob-
ing) the further the hand is moved, the bigger and brighter
the signal’s round spike. If the jump is actually generated
measuring in other coordinates, while testing, the system will
show different results. It means that the authentic signal (test
case matching the training) will give the correct prediction.

Fig. 3. Test electromyogram. Match of computed and
measured signals (22 cm→ 40 cm, top; 24 cm→ 32 cm,
center; 47 cm→ 18 cm, bottom). Abscisse x represents an

index of set; ordinate y represents the potential of
amplified signal, V.

Fig. 4. Two electromiograms: calibration (top) and
test(bottom). The measured signal is proportional to the

displacement of 18 cm (top). Match of computed and
measured signals (24 cm→ 34 cm) (bottom).
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If one expects the neural networks to converge all the verti-
cal and horizontal displacement data, several hundred sam-
ples must be provided to the network for training for such
a large architecture to converge into an integration-shift-
compensation function. From this point overtraining problem
may emerge.

In other words, the accuracy of displacement depends on
the proper motion replication. If the movement was success-
fully measured - this error does not exceed a centimeter from
all of the 50 cm scale. If the measurement is wrong, too soon
before the probe had recorded the signal, or too late when the
waveform is not recognized, the error can be ±20 cm.

Since the weight load measurement signal characteristic
are invariant regarding time, the measurements and calibra-
tions are more accurate as the same architecture that was used
for distance measurements just averages the time measured
signals. The neural network architecture varied, as mention-
ed before, from 1 to 10 neurons and from 1 to 3 layers.

The neural network architecture was modelled in MatLab
R2012a software [9]. The regression coefficient accuracy
graph (Fig. 5) showed that a fairly accurate measurement
takes place starting from an architecture using 5 neurons. The
number of layers has little effect.

Fig. 5. Neural network displacement measurement regres-
sion accuracy dependent on the size of the neural network.

Fig. 6. Neural networks accuracy dependencies: top) on
their size for the robot to interpret operations; bottom) on
its size while being a continuous architecture.

4.2. Robotic manipulator control

It was tried to program different motion functions using
different muscle stress intensity at the same time and to se-
lect the motor rotation speed. The whole neural network ar-
chitecture and the isolated to different variables as the robot
function such as motor speed and the reverse selection were
tested. Their calculation was programmed simultaneously on
a multicore processor.

The neural network architecture chosen for robot opera-
tion interpretation also varied in neuron and layer numbers.
Fig. 5 shows that the networks converge best, starting with
four neurons. However, the number of layers only shows how
efficiently the network converges with smaller numbers of
neurons.

The same neural network architecture has been tested for
the motor speed interpretation (two individual muscle signals
combined), as the one for displacement measuring. It turns
out that single layer neural network accuracy is sufficient.
Two and three layered networks are converging sufficiently
as well as starting with 4 neurons. In the end the continu-
ous neural network regression accuracy turned out to be poor.
The poor performance of that architecture was not improved
by increasing the number of the neurons or layers.

The data accuracy graph can be seen in Fig. 7. The X-axis
represents the real value of the data, and Y-axis represents the
neural network calculated data. The dashed line expresses the
ideal correlation. The solid line expresses the average corre-
lation between the data, and hence the accuracy of the neural
network. The lines angle shows the accuracy of regression,
which was presented in the above mentioned charts.

Fig. 7. Accuracy regression of robot operation data for the
continuous architecture. The circles are real and calculated
data correspondences; the solid line is the fitting of these
correlations and the dashed line is the ideal correlation.
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The random noise while controlling the robot with muscle
tension is ignored and does not affect the performance. More-
over, if the noise spike makes a slight difference the inertia of
the engines dampens the unindented movement. The neural
network calculation on the Raspberry Pi 2 single core per-
forms five times slower than on the Core 2, while on the Ra-
spberry Pi B - eight times slower.

Conclusions
1. The designed robotic mechanism E.A.R.L. (Ergonomic

Assistive Robotic Limb) can successfully be controlled
by human muscle impulses decoded by the neural net-
works.

2. Recalibration must follow each reconnection to the sys-
tem to the human body. It means that the system is not
universal: when training it with one person, it is not sui-
table for testing with another person.

3. FF BP neuronetwork architecture used for displacement
interpretation is suited only when all the variants are
trained: with and without fatigue, for delayed and early
signals and for offsets from electric charge and electrode
conductivity.

4. A successful arm displacement measurement is possible
only under the same conditions as in the training. Devia-
tions from the original conditions lead to incorrect me-
asurements.

5. The neural network architecture and data probing mecha-
nism are suitable not only to determine the displacement
coordinates, but other dynamic and kinematic parameters
such as weight load.

6. The single-layer-architecture with five neurons could be
titled as an optimal neural network architecture in all cal-
culations.

7. Non-bonded neural networks converge more accurately
than the continuous network.
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