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Abstract. The aim of this article is to compare two different approaches (simulated annealing and shift
sequence based method) used in solving medical staff rostering problem. During comparison stage two
dimensions were considered: roster quality and roster building time. Test results showed that simulated
annealing method is more efficient than shift sequence based method in both ways - builds a better roster in
shorter time.
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Introduction

The common objective of medical staff rostering problem is
to produce rosters with a balanced workload as well as to sa-
tisfy individual preferences as much as possible.

Many researchers are interested in medical staff rostering
problem. Large number of articles have appeared present-
ing different approaches to this problem [1-9]. Still, not
many comparisons have been carried out and they focus on
the comparison of two or more approaches developed by the
same authors [10]. This article is devoted to compare two
different approaches (shift sequence based method and simu-
lated annealing) in solving medical staff rostering problems.

1. Problem Formulation

The problem is that of creating monthly schedules for cardio-
logists at a major Lithuania hospital. These schedules have to
satisfy working contracts and meet as far as possible cardio-
logists’ requests. Working contract regulations usually are
called hard constraints and personal preferences - soft const-
raints [9]. Hard constraints and software constraints that are
considered in this problem are listed in the Table 1 and Table
2 respectively.

Table 1. Hard Constraints
1. The shift coverage requirements must be fulfilled.
2. After night shift must be at least for 24 hours rest time.
3. Duty shift must be assigned only on weekends.
4. Cardiologist cannot be assigned to different assign-

ments at the same time.
5. Only duty shifts can be assigned on weekends.

Hard constraint N1 states that the total number of shifts
on certain days must satisfy the coverage requirements. Hard
constraint N2 states that there must be at least 24 hours time
difference between night shift and any other shift. Hard
constraint N3 states that duty shifts must be assigned only
on weekends or on bank holidays. Hard constraint N4 states
that if the cardiologist has more than one skill, his or her as-
signments must not overlap. Hard constraint N5 states that
no morning, day and night shifts are allowed to be assigned
on weekends. If any of these hard constraints is not satisfied
then created roster is considered as improper.

Soft constraints (see Table 2) must not necessarily be sa-
tisfied; however, violations of soft constraint are penalized.
Sum of penalties defines quality of roster: if the lesser sum
is obtained it means the roster of higher quality is prepared.
Objective of solving such problems is to minimize objective
function [3]:

Table 2. Soft Constraints
1. Maximum number of shift assignments.
2. Maximum number of consecutive work days.
3. Minimum number of consecutive work days.
4. Maximum number of consecutive non-working days.
5. Minimum number of consecutive non-working days.
6. Maximum number of a certain shift worked.
7. Maximum number of consecutive working weekends.
8. Maximum number of working weekend in a month.
9. Requested days off.
10. Requested days on.
11. Requested shifts on.
12. Requested shifts off.
13. Requested shifts for each weekday.

aCorresponding author, email: m.liogys@eif.viko.lt, cell: +370(698)87485
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Table 3. Shift types
Shift label Shift type Time period
R1 Morning 07:30 - 15:12
R2 Morning 07:30 - 09:18
R3 Morning 09:18 - 15:12
R4 Morning 07:30 - 11:06
R5 Morning 09:18 - 14:24
R6 Morning 09:18 - 14:36
R7 Morning 11:06 - 15:12
D1 Day 15:12 - 17:00
D2 Day 15:12 - 18:48
D3 Day 17:00 - 20:36
D4 Day 15:12 - 20:36
N1 Night 18:48 - 24:00
N2 Night 00:00 - 09:12
Dt1 Duty 08:00 - 24:00
Dt2 Duty 00:00 - 08:00

y =
n∑
i=1

m∑
j∈F (i)

pijxij (1)

where n represents number of cardiologists; m - number of
shift sequences; pij - cost of cardiologist i working shift se-
quence j; F (i) - set of feasible shift sequences for cardiolo-
gist i; xij - decision variable which is equal to 1 if cardiolo-
gist i works shift sequence j, 0 - otherwise.

There are 17 different shifts available, according to various
lengths of working hours for cardiologists - see Table 3. Ros-
tering period is one calendar month.

Part of cardiologists has full time workload; part of cardio-
logists has part time workload; part of cardiologists has more
than full time workload. There are cardiologists who have
more than one skill and in order to construct correct roster
have to be considered that his / her assignments do not over-
lap. Best case scenario is then one assignment ends and starts
another for those who have several skills, i.e. no time interval
between assignments on the same day.

2. Overview of methods
A solution of rostering problem consists of a collection of
personal schedules for each of the cardiologists. A schedule
for a cardiologist consists of shifts that usually are different
in lengths and types (morning shifts, day shifts, etc.).

Table 4. Hard constraints categorized to schedule and
roster constraints
N Hard constraint Category
1. The shift coverage requirements

must be fulfilled.
Roster

2. After night shift must be at least 24
hours of rest time.

Schedule

3. Duty shift must be assigned on we-
ekends.

Schedule

4. Cardiologist cannot be assigned to
different assignments on the same
time.

Schedule

5. Only duty shifts can be assigned on
weekends.

Schedule

Table 5. Soft constraints categorized to sequence (SE),
schedule (SHE) and roster constraints
N Soft constraint Category
1. Maximum number of shift assign-

ments.
SHE

2. Maximum number of consecutive
work days.

SE / SHE

3. Minimum number of consecutive
work days.

SE / SHE

4. Maximum number of consecutive
non-working days.

SHE

5. Minimum number of consecutive
non-working days.

SHE

6. Maximum number of a certain shift
worked.

SHE

7. Maximum number of consecutive
working weekends.

SHE

8. Maximum number of working wee-
kend in a month.

SHE

9. Requested days off. SHE
10. Requested days on. SHE
11. Requested shifts on. SE
12. Requested shifts off. SE
13. Requested shifts for each weekday. SHE

Chosen methods use different approach on building the
schedules of a roster. Shift sequence based method builds the
schedules using shift sequences, simulated annealing - using
individual shifts.

2.1. Shift Sequence Based Method
This method consists of two stages: generation of shift
sequences and schedule construction according to generat-
ed shifts, that are discussed in sections 3.1.1 and 3.1.2. Hard
and soft constraints are additionally categorized to sequence,
schedule and roster [4]:

i) sequence constraints are applied when constructing
shift sequences for each cardiologist;

ii) schedule constraints are applied when combining
schedule for each cardiologist;

iii) roster constraints are applied when constructing an
overall solution - roster.

Categorized constraints are listed in the Table 4 and Table 5.
Last column describes which category of constraints listed
above it applies to.

2.1.1. Shift Sequences Construction
In this stage, the shift sequences are constructed for
each cardiologist, considering sequence constraints. Shifts
sequences are ranked by their penalties for easier retrieval in
later stage.

To decrease the complexity, it is possible to limit the num-
ber of possible valid shift sequences by either considering on-
ly sequences with a penalty below a certain threshold, or by
selecting the certain amount of the best sequences for each
cardiologist in the second stage of the approach. Shift se-
quence length is up to 5 shifts. If there is a need for construc-
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ting sequences of length greater than 5, such sequences are
constructed using combination of sequences of length up to
5 shifts. This combination is performed in the schedule and
roster construction stage.

2.1.2. The Construction of Schedules
In the second stage of the approach, schedules for each
cardiologist are constructed iteratively, using the shift
sequences produced in shift sequences construction stage.
Only schedule constraints are under consideration then const-
ructing schedule for cardiologists. Roster constraints are ap-
plied then schedule is added to roster.

Basic algorithm of Shift Sequence (Algorithm 1, see Tab-
le 6) is written using method described in Ref. [4]. It is an
adaptive iterative method where cardiologists who received
the highest schedule penalties in the last iteration are sche-
duled first at the current iteration.

Schedule construction process is presented in Algorithm
2, see Table 7. It builds a schedule for the cardiologist based
on the partial roster built so far for other cardiologists and
returns its penalty to Algorithm 1. The basic idea of this al-
gorithm is to generate a schedule with a low penalty value
for the nurse, using low penalty shift sequences. Variable
curr_threshold points what kind of sequences to use,
i.e. if its value is 0, then are used only those sequences that
has penalty equal to 0. If no valid assignment can be made
for the current cardiologist, the shift sequence with the se-
cond lowest penalty is considered and so on. The sequences
are assigned for the current cardiologist if the penalty of as-
signing them is under the current threshold (curr_thres-
hold).

During the roster construction, and after a schedule has
been generated for the current cardiologist, an improvement

method based on an efficient greedy local search is carried
out on the partial roster. It simply swaps any pair of shifts
between two cardiologists in the partial roster, as long as the
swaps satisfy hard constraints and decrease the roster penalty.

After all the schedules have been constructed and a roster
has been built, there may still be some shifts for which the
coverage is not satisfied. To repair this, a greedy heuristic is
used. Each extra shift to be assigned is added to the nurse’s
schedule whose penalty decreases the most (or increases the
least if all worsen) on receiving this shift. After this repair
step, the local search is applied once more to improve the
quality of the overall roster.

2.2. Simulated Annealing Method
The simulated annealing method is used to solve combina-
torial optimization problems. A combinatorial optimization
problem is a minimization (maximization) problem consist-
ing of three parts: a set of instances; a finite set of candidate
solutions for each instance; and a cost function that assigns to
each candidate solution for each instance a positive number
called cost. The optimal solution to an instance of a mini-
mization (maximization) problem is the candidate solution
having the minimum (maximum) cost.

In the simulated annealing method (Algorithm 3, see Tab-
le 8), the cost function to be minimized is identified with the
energy of a physical system, and the solution space is iden-
tified with the state space. The solution space of the opti-
mization problem is explored by a probabilistic hill climbing
search, whose step size is controlled by a parameter T that
plays the role of the temperature in a physical system.

By slowly lowering the temperature towards zero accord-
ing to a properly chosen schedule, one can show that the glo-
bally optimal solutions are approached asymptotically.

Table 6. Algorithm 1. Construct_Roster()

construct and rank the shifts sequences for each cardiologist
iteration = 0
set max no. of iterations (MaxNoIter)
randomly order cardiologists
while (iteration < MaxNoIter)

for "each cardiologist" in "ordered list of cardiologists"
Construct_Schedule(cardiologist, partial_roster)
greedy local search to improve partial roster
store the best roster constructed so far
calculate the penalty for the schedule of "each cardiologist"
sort the cardiologists by their schedule’s penalty in a non-increasing order

increase iteration counter

Table 7. Algorithm 2. Construct_Schedule(cardiologist, partial_roster)

set final threshold (f_threshold)
set current threshold (curr_threshold = 0)
while (curr_threshold <= f_threshold)

for each sequence in ranked list for the cardiologist do
for each day from the first day in the planning period

assign the sequence’s corresponding shifts based on the partial_roster
if it does not violate any hard constraints and the penalty <= curr\_threshold
increase the value of f\_threshold

return schedule

Innovative Infotechnologies for Science, Business and Education, ISSN 2029-1035 – Vol. 1(12) 2012 – Pp. 3-6.
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Table 8. Algorithm 3. Simulated annealing

Build initial roster Current_Roster
Initialize starting temperature T
LOOP

New_Roster = Neighbour of Current_Roster
Calculation of Current_Cost
Calculation of New_Cost
If (Current_Cost - New_Cost <= 0)
Then
Current_Roster = New_Roster
Else

If (f > Random(0, 1))
Then

Current_Roster = New_Roster
Else

Do Nothing
Decrease Temperature

END LOOP When Stop Criterion Is Met

Functional parameter f depending on temperature T was
calculated using following equation:

f = exp
[
CurrentCost −NewCost

T

]
(2)

Simulated annealing chooses a random move from the
neighbourhood - if the move is better than its current posi-
tion then simulated annealing will always take it. If the move
is worse then it will be accepted based on some probability.

Basic algorithm of Simulated Annealing is written using
method presented in Ref. [10]. Neighborhood rosters where
created using the following strategies [11].
Single shift-day. The simplest neighborhood of a schedule
includes all the feasible solutions that differ in the position of
one scheduled shift.
Overtime - Undertime neighborhood. This neighborhood

only considers moving shifts from people with overtime to
people with undertime.
Personal requests neighborhood. This neighborhood in-
cludes personnel personal requirements like shift on or off,
day on or off and etc.
Shuffle neighborhood. Instead of moving duties (as in the
simple single shift-day neighborhood), all the duties, which
are scheduled in a period from one day to a number of days
equal to half the planning period, are switched between the
person with the worst schedule and any other person.

3. Simulations.
Experiments there held under same conditions: hardware -
Double Core CPU 2.16 GHz, amount of iterations - 500, tests
were ran separately 100 times. As we see from Table 9, Si-
mulated Annealing method creates better quality rosters in
shorter time than Shift Sequence Based method.

4. Conclusion
This article presents comparison of two methods used in
solving real-world medical staff rostering problem. Test re-
sults shows that simulated annealing method is more efficient
in matter of roster creation time and roster quality.

Table 9. Test results.
E - Average Execution time (s);
R - Average Roster Quality (rel. un.)
Method E R
Shift Sequence Based 250 9655
Simulated Annealing 23 8890
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Abstract. As national economies are linked together by the exchange of goods and services and by public
and private communications networks, global securities markets develop. In securities markets, the int-
roduction of automation, as well as any serious transformation of the enterprise is a complex and often
painful process. But securities trading on a global scale brings with it new risks, as well as beckoning op-
portunities. Investors and Regulators and policymakers are seeking to understand these risks and appraise
the demands that they will place on markets, market participants, and their regulators. This article describes
the forces encouraging the development of international securities markets, the obstacles that must be over-
come, and the major sources of information technology. It provides some estimates of the present extent
of cross-border trading, and describes the largest and most active organized markets competitors in provid-
ing securities related services in Central Asia and the European Countries. It also describes the important
clearing, settlement, and payment mechanisms that support major markets using different IT methodologies
in financial market. Finally, it outlines the questions to be faced how to make span of securities trading
stretches beyond the scope of national regulatory regimes with smart automation steps.

Citations: Jonas Žaptorius, Narghiza Sulaymonova. Information Technologies In Investment Operations –
Innovative Infotechnologies for Science, Business and Education, ISSN 2029-1035 – 1(12) 2012 – Pp.
7-13.

Keywords: Securities market; Smart automation steps; Back-office; Globalization; 1C-Rarus; Mutual
funds; Signator/2000.
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Introduction

In recent years, several stages of formation and development
of securities market have passed. During this period the
world has undergone many changes: there were ups, downs,
and more recently, a severe crisis. Nevertheless, the mar-
ket grew and developed. And of course, with the country’s
market economy development a "sea" of financial informa-
tion appeared - from the dry figures of different trading plat-
forms to the news that could affect the further development of
events in a particular market sector. In this regard, investors
of all types are in need for timely and complete information
to make good investment decisions.

Two rules formulated by Bill Gates in 2005 claim follow-
ing statements. The first rule of any technology used in
a business is that automation applied to an efficient opera-
tion will magnify the efficiency. The second is that auto-
mation applied to an inefficient operation will magnify the
inefficiency [1].

Along with the development of the stock market, markets
of information technology developed actively as well. The

large flow of information coming from various sources re-
quires treatment. In this case there is a need for proper ana-
lysis of information, how to use it in solving certain problems.
After all the information is not an end in itself. Any informa-
tion should be systematized and analysed. It is especially im-
portant to find proper and timely solution for investors who
are not professional stock market participants that are not di-
rectly connected to the trading systems. The problems faced
by these investors are quite traditional. In the current con-
text of the global socio-economic development, particularly
important area was the provision of information management
process, which consists of collecting and processing informa-
tion necessary to make informed management decisions [2].

Before the governing body is put to the task of obtaining
the information, it’s processing, as well as generation and
transmission of new information in the form of the derivative
control actions. These impacts are carried out in the opera-
tional and strategic aspects and based on previously obtained
data on the accuracy and completeness of which depends lar-
gely on the successful solution of many problems of gover-

aCorresponding author, email: jonas@4team.biz
bEmail: nartiss17@gmail.com
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nance. It should be noted that any decisions require process-
ing large volumes of information; competence manager de-
pends not only on past experience, but on the possession of
sufficient information on the rapidly changing situation and
the ability to use it. Things you should know and understand
the future leaders. There is no doubt that the key to success
will be the ability to clearly orient in the flow of information
and the ability to effectively use this information.

Computerization in the management of economic process-
es requires, above all, increasing worker productivity by re-
ducing the cost / production, as well as training and profes-
sional competence of specialists engaged in management ac-
tivities. In developed countries, while two are mutually con-
nected revolution in information technology and business is
going on.

2. Information technology in the securities in-
dustry and functional flow of financial instru-
ments

One of the few offered by today’s new integrated informa-
tion system is Signator/2000. The prototype of this sys-
tem was the system for the automation of investment funds
SIGNATOR, developed in West Germany. It was created by
Servo Comp GmbH - known German developer of applica-
tion software packages. For example in Russia, the system
delivers Signator/2000 Servo Comp computer company, re-
presenting the interests Servo Comp GmbH in the Russian
market and dealing with the German adaptation of such sys-
tems applied to Russian conditions with the use of modern
technologies of ORACLE. The company completed improve-
ments Servo Comp Signator/2000 system taking into account
peculiarities of the Russian stock market and banking legis-
lation and ensure its implementation and technical support
[3].

The system is also available through distributors Servo
Comp - known Russian companies, Open Technologies,
Technology, and cognitive Stins Coman. Signator/2000 stock
system is universal and can be used to maintain the registry
customers, accounting for sales, registrar and depository ope-
rations, and organization of internal documentation and re-
porting. Many organizations within service industries such as
government agencies, banking and healthcare decide to struc-
ture their business with the back office - front office design;
in this setting the back office handles tasks not involving the
customer, while front office involves those activities that deal
with the customer through some form of contact or receive
input from them. When the time comes and an organization
wishes to improve the back office area and achieve enhanced
efficiency and speed; it is commonly suggested that outsourc-
ing should help introduce the intended gains [4].

However, outsourcing is not always the right option for
an organization, depending on the activities the back office
performs and the organization’s size might not make it a

supreme candidate for this. It is at this point that the orga-
nizations are left standing in the cold as no alternatives are
suggested; therefore creating a push towards outsourcing that
might end unsuccessfully. The software product "1C-Rarus:
Mutual funds, Revision 2" (1C-Rarus: PIF, red.2) is designed
to automate the account open, interval and closed-end mutual
investment funds of all kinds, as well as retirement savings.
It included the following functions.

1. Accounting for Securities Auto loading issue of securi-
ties (NDC).

2. Automatic download securities prices (MICEX, RTS).
3. Flexible configuration of the loader deals in user mode.
4. Automatic evaluation of securities, taking into account

the priorities of the exposed exchanges.
5. Ability to automatically download applications and the

shareholders of the reporting agent.
6. Ability to automatically load movements on shares, and

contact information for shareholders from a report by
the registrar.

7. The system alerts the onset of corporate events and di-
rect execution of routine transactions, such as repay-
ment of the ACI, the repayment of the bonds, the partial
repayment of the bonds.

8. Perhaps auto control Securities and ACI for the period.
9. A universal mechanism that allows carrying out con-

version, consolidation, division, calculating, including
complex cases. ACI revaluation surplus, revaluation of
securities and other property.

10. Accounting for deposits and interest. Consideration of
Bills. Accounting and automatic discounting of bad
debts.

11. Accounting and revaluation of foreign currency assets
and liabilities [5].

3. The automation system of the investment
company

It is especially important to take proper and timely solution
for investors who are not professional stock market partici-
pants that are not directly connected to the trading systems.
The problems faced by these investors are quite traditional.
Require immediate and comprehensive information delivered
in an easy to use and analyse the form. If possible, it should
be a program that could automatically analyse incoming in-
formation [6].

In any case, one goal is pursued - to maximize the effective
investment of funds. From this basic information and other
minor problems may arise: the right financial planning
streams of payments, risk management, ensuring the op-
timal balance between profitability and liquidity of assets
and simple automation of business activities of the compa-
ny, from accounting and finishing operations coupled with
the regional offices. The process of Investment Company as
a professional participant of the stock market is made up of
transactions and their execution (see Fig. 1).

Innovative Infotechnologies for Science, Business and Education, ISSN 2029-1035 – Vol. 1(12) 2012 – Pp. 7-13.
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Fig. 1. The process of Investment company (adapted according Ref. [7].)

The investment company may work with a variety of se-
curities and their derivatives on different exchanges. There
is no doubt that creativity is the most important human re-
source of all. Without creativity, there would be no progress,
and we would be forever repeating the same patterns (Edward
de Bono, 1969). Currently, a large proportion of the turn-
over of the company has on corporate securities. The largest
concentration of deals with them is on OTC trading system.
Therefore, we consider the technology works typical of this
trading system. In the structure of brokerage (dealer) com-
panies are the following units associated with the process of
execution and accounting of transactions (see Fig. 2).

Activity accounting is accounting for transactions directly
related to trade in securities. Of course, the right is a state-
ment about the relative autonomy of the back-office and ac-
counting, but we cannot consider this process as a completely
unrelated activity, since they reflect the state of the same eco-
nomic processes, but in different ways. Moreover, the synch-
ronization of business processes of the two units is the key

to the organization of concerted action across the company.
According to standards developed by NAUFOR, back-office
business performs operations corresponding to the execution
of transactions, using the traditional system of double entry
bookkeeping.

The difference is that the back-office uses a special chart
of accounts. The structure chart of accounts except for back-
office tracking includes tracking of ownership of securities.
This allows you at any time to carry out verification of the
location of these securities registrars. Therefore, if kept in
sync of the back office and accounting, you can avoid further
divergence of balance data with registrars. This is just one
of the virtues. The other is that since the two departments
are working with the same instruments, albeit in a different
perspective, the process of execution and recording of trans-
actions is not only self-regulating, but also more dynamic.
And it allows the company to increase sales with the same
headcount.

Innovative Infotechnologies for Science, Business and Education, ISSN 2029-1035 – Vol. 1(12) 2012 – Pp. 7-13.
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Fig 2. Process of execution and accounting of transactions (adapted according Ref. [8].)

4. Smart automation steps

Automation - a project that should be seen and manageable.
Smart Automation - it is not just installing your software that
helps automate some parts of the work. This is the process
of innovation, which aims to bring business to the next le-
vel. "The first rule of any technology used in a business is
that automation applied to an efficient operation will magni-
fy the efficiency. The second is that automation applied to
an inefficient operation will magnify the inefficiency" (Bill
Gates, 2002). Make it a viable, efficient, profitable. This
investment the main indicator of which has return on invest-
ment. Automation of business - this is one of the elements of
modernization as it should not be blindly out of control. As
with any opening of a new branch of any marketing project,
it should clearly be planned, designed, fit in with the bud-
get. This is the main idea of a phased-development return on
investment and its calculation for each of the cycles of work.

In contrast to the typical settings - a phased development
is a highly liquid product. It was originally planned, taking
into account the specifics. Based on this, start the first stage
and it is fully operational and begins to work.

Using your own built-in tools you can immediately carry
out the analysis. See how much you spent on this stage, and
how much money is brought to you. To carry out the calcula-
tion of return on investment. Having the numbers you can
make a decision on funding the next phase.

Count: how much additional money earned you want to
send for further automation. Or think if it is right to put back
the entire increase in development.

Alternatively, return on investment is so effective; you
need to have to increase funding. In any case, automation

is sighted, managed investments, return on which the well is
calculated.

But most importantly it earns on itself. By the time will be
put into operation the whole system, it not only pay for itself,
but also to bring in excess of the profits.

5. The globalization of IT services: using
different methodologies to improve of work staff
qualification

When implementing corporate information systems in most
cases there is active resistance to field staff, which is a major
obstacle to the consultants and is fully capable to prevent or
significantly delay the project implementation. This is due to
several human factors: the common fear of innovation, con-
servatism (e.g., storekeeper, has worked 30 years with a paper
card file, usually psychologically difficult to change the com-
puter), fear of losing their jobs or lose their indispensability,
the fear of substantially increasing responsibility for their ac-
tions. The leaders of the company who made the decision to
automate their businesses, in such cases should make every
effort to promote responsible group of experts conducting the
implementation of an information system, to raise awareness
of staff [9].

The development of and dependence on technology in the
securities industry has accelerated in the last few years, due to
increasingly lower margins and the extension into new mar-
kets. The ITIO qualification gives an excellent opportunity
to the industry community to enhance their knowledge of the
role and the challenges of information technology in today’s
world (Tech Mahindra).
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Fig. 3. Smart automation steps (adapted according Ref. [10].)

The Chartered Institute for Securities & Investment is the
largest and most widely respected professional body for those
who work in the securities and investment industry in the UK
and in a growing number of major financial centers round the
world. Professionals within the securities and investment in-
dustry owe important duties to their clients, the market, the
industry and society at large. Where these duties are set out
in law, or in regulation, the professional must always comply
with the requirements in an open and transparent manner (see
Fig.3).

First, one of the most important features of the head of
corporate information systems is modules of management ac-
counting and financial controlling. Now, each functional unit
can be defined as a centre of financial accounting, with the
appropriate level of financial responsibility of its head. This
in turn increases the responsibility of each of these leaders,
and provides the hands of senior manager’s effective tool for
the precise control of individual performance plans and bud-
gets. Do not assume that working in the presence of an auto-
mated control system will be easier [11].

On the contrary, a significant reduction in red tape acce-
lerates and improves the quality of processing orders, raising
the competitiveness and profitability of the enterprise as a
whole, and all it requires more discipline, competence and
responsibility of the performers.

It is possible that the existing production facilities will not
cope with the new flow of orders, and it too will need to make
organizational and technological reforms, which subsequent-
ly have a positive impact on the prosperity of the enterprise.

A particularly important issue is the selection of the head

of the group and the administrator of the system. Head, in ad-
dition to basic knowledge of computer technology, must have
extensive knowledge of business and management. In prac-
tice, in the major Western companies such person has served
as CIO (Chief Information Officer) which is usually the se-
cond in the hierarchy of management. In domestic practice,
the introduction of systems such a role, as a rule, is head of
the ACS, or similar to it.

The basic rules of the organization of the working group
expresses the following principles [12].

1. Professionals working group should be used with the
following requirements: Knowledge of modern compu-
ter technology (and the desire to develop them in the fu-
ture), interpersonal skills, responsibility and discipline.

2. With a special responsibility to approach the selection
and appointment of the administrator of the system,
since it will be available to nearly all corporate infor-
mation.

3. The possible dismissal from the group of experts in
the process of implementing the project may adverse-
ly affect its results. Therefore, group members should
be selected from a dedicated and reliable employees and
develop a system to support this commitment through-
out the project.

4. Once the staff members of the group implementation,
the project manager must clearly paint the circle solved
each of these tasks, forms and reports of plans, as well
as the length of the period. In the best case, the report-
ing period shall be one day.
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Fig 4. Functions of CISI (adapted according Ref. [5].

6. Conclusion

Of course before starting the automation of business -it does
not matter, the average company, large company or a very
modest company - we should first of all decide for ourselves
what we expect from the program. The fact that life should be
better and happier is understandable. Everyone wants work to
become easier. But what exactly the company expects from
the business automation systems. Which areas require up-
grading in the first place, what functions should be run ap-
plications. In short, what should be the "ideal program"?
Unfortunately, at present, Uzbekistan has not fully formed
national approach to financial market, and is currently ma-
naging the Uzbek is a volatile mix of Western management
theory (which in many respects is not adequate to the cur-
rent situation) and the Soviet-Russian experience, which, al-
though and largely in harmony with the general principles of
life, but it does not meet the stringent requirements of market
competition.

The amount of information that must be processed to prod-
uce effective management decisions is so large that it has long
surpassed human capabilities. It is the modern challenges of
managing large-scale production that led to the widespread
use of computer technology, the development of automated
control systems, which required the creation of new mathe-
matical tools and methods of mathematical economics. By
improving information provision, positive results are the fol-

lowing.
1. Possible cost savings by reducing payroll, utilities, cost

of software, the cost of mail, the cost of registration of
contracts, the costs of redistribution of resources.

2. Elimination of the possible costs in the future: to pre-
vent the future growth of the number of staff, reducing
the requirements for data processing, reduction of main-
tenance costs.

3. The possible intangible benefits: improved quality of
information, increased productivity, improved and fast-
er service, new capacity, more confident decisions, im-
proved controls, reduction of late payments, making full
use of the software.

The successful development of an integrated financial sys-
tem is needed that allows solving the following problems:
firstly, the production of regular security industry problems
and secondly - the problem of choice and order of implemen-
tation of information systems. From the principle of unity
of information implies the need to eliminate duplication and
isolation of its various sources. This means that every eco-
nomic phenomenon, every economic act shall be recorded
only once, and the results can be used in accounting, plan-
ning, monitoring and analysis. Thus, the information sys-
tem should be formed and perfected in the light of the above
requirements, which is a necessary condition for improving
the efficiency and effectiveness of management.
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Introduction

The demand for Informatics specialists in Europe is question-
ed last decade at academic and industry level. The European
Commission announced the Digital Agenda for Europe two
years ago in conjunction with the Europe 2020 Strategy. Di-
gital Agenda is based on 7 pillars: a vibrant digital single
market, interoperability and standards, trust and security, fast
and ultra-fast internet access, research and innovations, en-
hancing digital literacy, skills and inclusion, ICT-enabled be-
nefits for EU society.

Over the past 15 years, half of European productivity
growth was driven by information and communication tech-
nologies, and it is likely that this trend will continue. Almost
40% of productivity and 25% of GDP are related to ICT. Ac-
cording to the Department of Statistics of Lithuania the num-
ber of employees in ICT services increased by near 30% du-
ring the last five years. Results of study of "Infobalt" confirm
that the demand for ICT specialists will grow - by 2016 there
will be a need for 21 000 professionals [3].

Lithuania’s progress strategy "Lithuania 2030" states that
changes must occur in these key areas: smart society, smart
economy, smart management. One of the major initiatives of
changes in the smart economy is the development of modern
information technology and digital infrastructure. The prog-
ram of development of Lithuanian Information Society for
2011÷2019 has three priorities:

i) the improvement of ICT skills for Lithuanian popula-
tion;

ii) the development of e-content and e-services, the promo-
tion to use;

iii) the development of ICT infrastructure.
The rapidly expanding fields of application of ICT have an
impact on growth in demand for ICT professionals. Such

a specialist should be able to handle digital content of ever
increasing quality (especially audio and video) and to present
it to consumers in understandable way.

1. New study programmes in Informatics

The growth of internet speed and the spread of digital con-
tents encourage the development of more beautiful services
based on multimedia. According to European Commission
now about two-thirds of mobile data traffic consists of audio-
visual content. A significant proportion of the ICT market
takes computer games market. A study of European Parlia-
ment was initiated in 2009.

One of its finding states that computer games are not harm-
ful to children - on the contrary, playing is healthy. Video
games can stimulate developing of strategic thinking, crea-
tivity, cooperation and innovative thinking. The study also
says that the skills acquired in early age by playing games
will remain with us until the end of life.

Of course the researches warn children not to play games
intended of adult. Violence and other similar forms of games
can have exactly the opposite effect on a child’s development.
The study also recommends the use of games in schools for
learning purposes. There is a public school Quest to Learn in
the USA which uses computer games not as supplementary
but as a main learning tool. Primary school pupils can play
computer games such as Little Big Planet and Civilization as
well as the role play and card games.

Situated in Manhattan, school hopes to educate the great
mathematicians, inventors, historians, writers and evolutio-
nary biologists. There is also claimed that the school will en-
sure that their original teaching method will help to achieve
great results and adds that it complies with all New York State
Education Standards.

aCorresponding author, email: eugvalav@gmail.com
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One of the studies of Ireland Limerick University states
that the gaming industry worldwide has surpassed the film
industry. Computer game development is an innovative and
promising business viewing from a creative and technologic-
al perspective. It provides career opportunities for energetic
and creative IT students.

Modern students form the generation which was growing
in interactive media world from a young age. They have a
different way of thinking and operating culture. Taking in-
to account these social and psychological changes in society,
educational institutions began to develop new curricula, to
introduce new innovative teaching methods in the education
process.

There are some similar study programs of technologies
in Lithuanian universities and colleges: Multimedia techno-
logies in Kaunas Technological University, Multimedia and
computer-aided design in Vilnius Gediminas Technical Uni-
versity, Technology of e-publishing in Alytus College, Multi-
media technology in Kaunas College. Also there is one simil-
ar study programme of informatics: Applied programming
and Multimedia in College of Social sciences. Vilnius Busi-
ness college expects to attract students with a new-enough
area of computer games which is not taught in other col-
leges. Also the study programme will introduce to students
programming for mobiles and smart devices, programms for
robots will be created during training practices. According to
the annotations of AIKOS system there are only two analo-
gous university degree programs in Lithuania: Kaunas Uni-
versity of Technology and Vilnius Gediminas Technical Uni-
versity.

2. Objectives of Vilnius Business college’s study
program Media and computer games

The primary version of objectives and competences for the
new study program was created in a small workgroup with
participation of social partners of the college (Užupis Crea-
tive Cluster, Akira Mobile) who have an experience in me-
dia and gaming programming. Vilnius Business College has
been educating specialists of informatics (Programming, In-
ternet technologies) for a long time so a new study program
was created in the same area of studies.

Created primary version of objectives was verified by a
survey of relevance. Online questionnaire was prepared in
Lithuanian and English. Invitations to answer questions were
sent to college’s social partners and other companies with pri-
ority to companies which use media technologies or create
computer games. 28 companies answered questionnaire in-
cluding 7 foreign partners and IT companies. Some compa-
nies sent short comments or advice (Table 1).

66% of respondents are directors of companies or depart-
ments, about half of respondents have 10 or more years of
work experience. Respondents consider as most important
knowledge and skills of computer-aided design, graphics and
visualization of information, games programming with Java

and specialized tools or libraries (93% answers "Is necessa-
ry"), structural and object programming with C, C++ and C#,
computer games projecting and creating, collaboration and
team work (89% answers "Is necessary"). Two- and three-
dimensional graphics, animation, creation of a modern game
design using knowledge of human and computer interaction
skills were evaluated a little below (above 80% of positive
responses).

Respondents considered knowledge of global and local
networks, maintenance of computer hardware (93% of ans-
wers "Not necessary" or "Has no use"), installing of OS and
applications, user consulting as less important (75% "Not ne-
cessary" or "Has no use"). Also database knowledge was eva-
luated as not important (only 54% of answers "Necessary").

Assessments of Lithuanian and foreign partners had a sig-
nificant difference evaluating knowledge of artificial intelli-
gence and robotics ("Necessary" choose 50% of Lithuanians
and 85correct communication in Lithuanian and foreign lan-
guage ("Necessary" choose 57% of Lithuanians and 100% of
foreign respondents), knowledge of audio and video process-
ing ("Necessary" choose 67% of Lithuanians and 100

Respondents also left separate remarks. They offered to
pay more attention to knowledge of algorithms and data
structures, computer architecture especially those topics that
are related to the operation of computer games: memory al-
location, video cards, CPU performance. Also the need of
mathematical knowledge (linear algebra and geometry, lo-
gic, numerical methods), responsibility, ability to reach the
goal and to work in team was emphasized. Foreign partners
offered to give an additional focus on web technologies (HT-
ML5, PHP, etc.).

Based on these results number of credits for computer net-
works, operating systems was reduced, separate notices were
transferred to teachers who create programs for mathematics,
computer architecture, data structures and algorithms, project
management subjects. More subjects will use project work as
a form of assessment.

After survey and analysis the following goals were set for
study program:

a) to use and supervise software and hardware, to apply
cloud services;

b) to develop, test and debug applications, databases, using
modern programming tools and techniques;

c) to create, test and debug applications and databases
using modern programming languages and technolo-
gies;

d) to apply internet technologies to develop and provide
online services and entertainment;

e) to develop and integrate media products for a wide range
of information environments (smart devices, etc.);

f) to design and develop interactive games for computers
and smart devices;

g) to work in a team, to assess a value of knowledge and
communication between people, nature and technology,
to have a professional responsibility.
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Table 1. Assessment of knowledge and skills of study program (in %).
1 - necessary; 2 - not necessary; 3 - has no use (I don’t know)
N Knowledge and skills 1 2 3
1. To apply information technologies (computer, mobile, NFC, GIS, etc.) in solving practical tasks. 71 21 7
2. To exploit the IT hardware, to install and configure operating systems, application software, to

consult customers.
25 61 14

3. To design, implement and exploit the local computer network, to use the global network services. 7 68 25
4. To understand the rules of data structures creation and storage and to create new data structures.

To analyze and create information-processing algorithms.
68 29 4

5. To develop, to test and to debug programs using principles of structured and object-oriented pro-
gramming (C, C++, C #).

89 7 4

6. To have an understanding of artificial intelligence technology, basics of robotics. 61 36 4
7. To understand the principles of database creation and management, to create and exploit the data-

bases (mySQL).
54 39 7

8. To know the World Wide Web technologies (HTML, XML, CSS) and possibilities of their appli-
cation. To analyze and develop the content management systems.

64 29 7

9. To create static and dynamic elements of the websites, to apply dynamic principles of the website
design (Adobe Photo Shop, Adobe Illustrator, Adobe Flash). To design and program the sub-
systems websites’ security (PHP, etc.).

61 29 11

10. To have a general theoretical framework of computer design, on which media technologies are
based. To apply the principles of computer graphics and information visualization for effective
creation of multimedia systems.

93 4 4

11. To use audio and video processing technologies. 75 25 0
12. To combine technologies of 2D and 3D graphics and animation for multimedia systems creation. 86 14 0
13. To know classification of games, design principles and creation techniques. 89 4 7
14. To program interactive games using effective tools and libraries (Java). 93 4 4
15. To create a modern game design using knowledge of human and computer interaction. 86 11 4
16. To be able to analyze problems arising for the users, to help solve them, to understand the respon-

sibility for the taken decisions.
75 21 4

17. To comply with the principles of cooperation and ethical standards, teamwork and project work. 89 7 4
18. To communicate correctly in Lithuanian and foreign language. 68 29 4

Conclusion

The rapid expansion of ICT application areas requires spe-
cialists who are able to handle the digital content of cons-
tantly increasing quality (especially audio and video) and to
make it understandable to consumers. A new study program
was designed taking into account the social and psychologi-

cal changes in thinking and performance culture, Lithuanian
and foreign partners’ experience. Objectives of study prog-
ram were focused on video and audio technologies as well as
conventional programming for computers and smart devices,
all this combined with approved Regulation of Informatics
field of study.

References
1. Informatikos studiju̧ krypties reglamentas – Lietuvos respublikos švietimo ir mokslo ministro i̧sakymas. 2007 m. gruodžio 22 d. Nr.

ISAK-2580. – <http://www.smm.lt/smt/st_org/docs/st_regl/Informatika%20akt.pdf>, accessed 2012 03 26.
2. Europos kreditu̧ perkėlimo ir kaupimo sistemos (ECTS) nacionalinės koncepcijos parengimas: kreditu̧ harmonizavimas ir mokymosi

pasiekimais grindžiamu̧ studiju̧ programu̧ metodikos kūrimas ir diegimas. – <http://www.ects.cr.vu.lt>, accessed 2012 03 26.
3. Plečkaitis A. IRT specialistu̧ poreikis Lietuvoje. Pasiūlos ir paklausos prognozė 2010-2020 – Infobalt. IRT kvalifikaciju̧ ir kompetenciju̧

rinkodaros projektas. Infobalt. 2011.

Innovative Infotechnologies for Science, Business and Education, ISSN 2029-1035 – Vol. 1(12) 2012 – Pp. 14-16.



Būdienė et al. Zipf law - linguistics - 2. 17

Zipf and Related Scaling Laws. 2. Literature Overview
of Applications in Linguistics  

 
Giedrė Būdienė a , Alytis Gruodis

Vilnius Business College, Kalvarijų str. 125, Vilnius, Lithuania  
 

Received 1 February 2012, accepted 25 February 2012  
 

Abstract. The overview of applications of Zipf and related scaling laws in linguistics are presented where
the mathematical formulation of task in the framework of one and multi-dimensional distribution takes
place. The object of quantitative linguistics represents the natural (western and eastern) as well as artificial
languages (programming languages and random texts). Significant part of applications is devoted to the ar-
tificial intelligence systems based on zipfian distributions which are useful for cognitive search mechanisms.

Citations: Giedrė Būdienė, Alytis Gruodis. Zipf and Related Scaling Laws. 2. Literature Overview of
Applications in Linguistics – Innovative Infotechnologies for Science, Business and Education, ISSN 2029-
1035 – 1(12) 2012 – Pp. 17-26.

Keywords: Zipf law; power law; quantitative linguistics; mathematical linguistics.
Short title: ZIPF law - linguistics - 2.

Introduction

Classification and ordering of selected sets constructed using
multiple objects represent an unresolved problem in ma-
ny areas of urban as well as scientific activity. Power law
distributions represent statistical behaviour of classification
in order to reselect the frequently used items from random
occurred ones. Human speech belongs to one of irregu-
lar item distribution, and automatized language recognition
(OCR, handwriting recognition, spelling correction etc) as
well as artificial intelligence (augmentative communication,
chat-boots etc) are based on statistical properties of language.

As a subdiscipline of general linguistics, the quantita-
tive linguistics (or so-called mathematical linguistics) studies
the quantitative aspects of structure typical for natural lan-
guage. Static and dynamical approaches (present status and
time-domain) allows understanding the changes in language
morphology and undercrossing of several languages in cer-
tain field. It is obviously that statistical mathematical me-
thods formulates the models, which are applicable by ana-
lysing the natural languages. Formulation of language laws
allows to extrapolate the generalities of language into affinity
group. Specific terms are used in such type modeling.

Linguistic object represents any text in any language where
morphological, semantic and lexical rules were used in order
to represent the certain idea.

Item represents an linguistic unit (smallest linguistic ob-
ject). According to the most popular approach, item corre-
sponds to single word (including all word forms). Another
approaches allow to use two-words, three-words, also letters,

syllables, morphological or semantic constructions etc. Ta-
king more generally, any combination of lexemes (so called
“base” words or dictionary-entries) extracted from regular or
random texts according to certain rule could be treated as an
item. For random text generation, the set of any letters of
finite amount also could be treated as an item.

Token as the semantic element of programming or natural
language could represent an linguistic unit and could be treat-
ed as an item.

Corpus represents structured set of texts (usually electron-
ically stored, large amount) devoted for statistical analysis.

Our previous publication [1] was devoted to the overview
the applications of Zipf and related scaling laws in econom-
ics. This work is aimed to the overview it in linguistics. We
have selected about seventy typical references (up to 2011)
including several of historic importance. Three approaches
of the mentioned problem are presented below.

1. Mathematical formulation of task in the framework of
one- and multi-dimensional distribution; description of
the object and related laws in quantitative linguistics;
description of models for word frequency distributions.

2. Zipfian applications for natural (western and eastern) as
well as artificial languages (programming languages and
random texts); principles of formation dictionaries.

3. Artificial intelligence systems based on ranked item fre-
quency; cognitive mechanisms including search; lan-
guage evolution as an informational process.

Quantitative linguistics is empirically based on the results
of language statistics through statistics of any linguistic ob-
ject.

aCorresponding author, email: giedre@kolegija.lt
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1. Mathematical formulation of task

Zip law. George Zipf found the power-law-like word fre-
quency dependence on word rank. The most frequent word
appears twice as often as next most popular word, three times
as often as 3rd most popular, and so on. So called zipfian dis-
tribution relates frequency f(r) of item occurrence in finite
corpus to item rank r(w) according to Eq. (1).

f(r) = α

rγ
(1)

log f(r) = α− γ. log r (2)

In particular case for Zipf distribution, exponent γ ≈1. In a
logarithmic scale, this dependence represents a straight line,
graphical charts are presenten in previous Ref. [1].

For finite corpus of size N , the Zipf coefficient Klan

depending on language could be established according to
Eq.(3):

Klan = N
r(w)
c(w) (3)

where c(w) - number of selected ranked items w. The simp-
lest case of Zipf law is the famous f−1 hyperbolic function.
For detailed textbook, see very large study [2] prepared by
Saichev et al.

Li in review article [3] devoted to the 100th anniversary of
the birth of George Zipf accented the ubiquity of Zipf law.
All questions are not answered yet.

1. Is there a rigorous test in fitting real data to Zipf law?
2. In how many forms does Zipf law appear?
3. In which fields are the data sets claiming to exhibit Zipf

law?
Heaps law and Herdan law. Harold Heaps discovered

distribution of vocabulary size on text length [4]. Number
of distinct items (words) V (n) in a part of text containing
n items is exponentially proportional to n - so called Heaps
law, see Eq.(4).

V (n) = α.nγ (4)

With English text corpora, typically α∈[10÷100], and
γ∈[0.4÷0.6]. Heaps law is asymptotically equivalent to Zipf
law concerning the frequencies of individual items (words)
within a text.

Gustav Herdan [5] proposed following formulation: the lo-
garithm of vocabulary size divided by the logarithm of text
size is a constant smaller than 1 – so called Herdan law, see
Eq.(5). It is evident that Eq.(5) corresponds to Eq.(4) when
α=1.

γ = log V (n)
logn (5)

Task of item classification could be treated as a signifi-
cant part in signalling theory, which examines communica-
tion types between individuals. The nature of the Zipf and
Heaps laws is not yet clear. According to statements in sig-
nalling theory, the language items distributions via power law
expressions seem to be specific for natural as well as artificial

languages only, otherwise, another signal systems, based on-
demand assumption, show stochastic behaviour only [6].

Alfred Lotka states that the number of authors making n
contributions is proportional to the n−2. Lotka law describes
the frequency of publication V (n) by authors n in any given
field. It could be treated as one of a variety of Zipf law (γ=2).

V (n) = α

n2 (6)

Egghe [7] investigates Herdan law and Heaps law from a
purely mathematical and informetric point of view. Depen-
dencies according to Lotka law (exponent γ=2) and Zipf law
(exponent γ=1) must be treated as expression of boundary
conditions by analysing text in linguistics (citations and re-
gular text, respectively).

Bernhardsson et al. [8] analyse text-length dependence of
the power-law index of a single book. They have been found
that exponent value decreases from 2 to 1 with increasing
text length according to extended Heaps law and Zipf law
respectively. Authors proposed an idea that the systematic
text-length dependence can be described by a meta book con-
cept, which is an abstract representation reflecting the word-
frequency structure of a text.

Analysing on any text usually starts from two operations.
1. Calculating of item frequency distribution on rank. In

many cases, Zipf or Lotka dependences are expected,
for example, see Fig. 1. Exponent γ∈[1÷2].

2. Calculating of vocabulary size distribution on text size.
As usually, Heaps dependence expected, for example,
see Fig. 2.

Fig. 3 represents the plot (in log-log coordinates) of rank-
ed word frequency. English corpus was obtained from Wiki-
pedia (data until November 27, 2006) [9]. As expected for
English language, the most popular words are “the”(r=1),
“of”(r=2), “and”(r=3), also “a”, “in”, “be”, “to”, “that” and
so on. Actually, Zipf law represents an harmonic series r−1,
which describes the real word distribution quite well in first
assumption only.

Initial part of dependence in interval AB is claimed as non-
zipfian dependence (γ≈0.5). Part AB represents dependence
of the words which are morphologically or semantically re-
quested (according to the language construction).

Middle part of dependence in interval BC represents Zipf
law (γ=1).

Part CD represents dependencies of rarely used words, so
called citation words according to Lotka law (exponent γ=2).
Also long tail dependence in interval CE represents Zipf-
Mandelbrot law (γ≥2).

These lines correspond to three distinct parameterizations
of the Zipf-Mandelbrot distribution.

Models for Word Frequency Distributions. It has taken
more than 100 years to discuss the item frequency occur-
rence in different sciences and linguistic areas such as nat-
ural sciences (particle distribution, gene sequence, and earth-
quakes), economics (market parameters, growth prognosis),
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Fig. 1. Zipf law: simulated word fre-
quency distribution on word rank according
to Eq.(1), α=1, γ=1.

Fig. 2. Heaps law: simulated vocabulary
size distribution on text size according to
Eq.(4), α=50, γ=0.5.

Fig. 3. Ranked word frequency depend-
ence (in log-log scale). English corpus from
Wikipedia, Nov 27, 2006. Adapted accord-
ing to Ref. [9].

urbanistics (the dynamical sizes of cities) etc. Linguistics re-
presents a specific field area in information exchange where
chaotic and semi-chaotic sequences – items are encompassed
into general power laws. Zipf law uncovers the relationship
between word frequency f(r) and its rank r – see Eq. (1).

Zipf [10] states that the Principle of Least Effort as the pri-
mary principle governs our entire individual and collective
behaviour of all sorts, including the behaviour of our lan-
guage and preconceptions. Kirby [11] analyses validity of
Zipfs law using different type of examples. Simulation of
organisational behaviour gives the zipfian dependence.

Kosmidis et al. [12] probed to formalize the language sys-
tem using a simple expression for the Hamiltonian, which is
directly implied by the Zipf law. Several language properties
such as universality of the Zipf exponent, the vocabulary size
of children, the reduced communication abilities of people
suffering from schizophrenia could be able to explain.

Historically most important Zipf law according to Eq.(1)
and several derived/related laws such as Paretto distribu-
tion according to Eq.(7) can be applied for strong selection,
sorting, prediction, recognition of linguistic items of different
languages.

f(r) =
[

r

rmin

]−γ
(7)

Egghe [13] analyses graphically the relation between the
fraction of the items and the fraction of the sources produc-
ing these items. Paretto distribution or so called 80/20-rule
by fitting Lorenz curve is evident. Egghe claims that the share
of items as a function of the corresponding share of sources
increases with increasing size of the system.

Newman [14] reviews some of the empirical evidence for
the existence of power-law forms and the theories proposed
to explain them. The origin of power-law behaviour has been
a topic of debate for more than a century. Darooneh [15] ana-
lyses the statistics of ranked words in natural languages using
the rank-frequency plot of these words. In that case, model
of fractional brownian motion was used in order to improve
the power law prediction. Verification of a finite size scal-
ing ansatz was done. This routine allows finding the correct
relation between the Zipf exponent and the Hurst exponent

characterizing the fractional brownian motion.
Montemurro [16] proposes the revisited Zipf–Mandelbrot

law in the context of linguistics - see Fig. 4. Its well known
that Zipf–Mandelbrot law describes the statistical depend-
ence of the items from certain corpus only. Significant devia-
tions become statistically relevant as larger corpora are con-
sidered.

f(r) = α

(1 + βr)γ (8)

f(r) = α

β + rγ
(9)

By varying the scale parameter β, it is possible to fit the word
frequency dependence in part AB - see Fig.3.

Lognormal law. Fig. 5 represents the probability densi-
ty function of a log-normal distribution according to Eq.(10).
Mentioned non-symmetrical multi-dimensional distribution
contains location parameter µ and scale parameter σ.

fX(x, µ, σ) = 1
xσ
√

2π
exp

[
− (ln x− µ)2

2σ2

]
(10)

Weibul distribution. Fig. 6 represents the probability
density function of a Weibull random variable which is use-
ful function in order to simulate particle size distribution.
Eq.(11) represent expression for (r≤0), where positive shape
and scale parameters take place: k>0, λ>0.

Fig. 4. Simulated word frequency dependence on rank.
Zipf distribution according to Eq.(1), black;
Zipf-Mandelbrot distribution according to Eq.(8), β=0.5, red.
For both curves, α=0.1, γ=1.
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Fig. 5. Log-normal distribution according to Eq.(10), when
µ=0. Scale parameter σ=1, black; σ=0.5, red; σ=0.2, blue.

f(r, λ, k) = k

λ

(
r

λ

)k−1
exp

[
−
(
r

λ

)k]
(11)

Baayen [17] describes three models for word frequency
distributions: generalized inverse Gauss-Poisson law; log-
normal law according to Eq.(10) and Zipf law according to
Eq.(1). Goodness of fit and rationale are commented. It was
concluded that no model could vouch the exclusive validity.
The role of morphology in shaping word frequency distri-
butions is actual because the vocabulary richness in literary
studies correlates to the morphological productivity in lin-
guistics.

Traditionally, zipfian dependencies are devoted for ranked
distributions in linguistics, bet otherwise, full statistical ana-
lysis such as ANOVA allows analysing the distributions of
random and quasi-random items. Limpert et al. [18] ana-
lyse applicability of log-normal distribution in several areas
of science.

Mitzenmacher [19-20] represent quite brief history of app-
lications related to the several recently proposed models such
as lognormal and power law distributions in several areas in-
cluding validation of models and control of systems. Analysis
in many field allow concluding that lognormal distributions
have arisen as a possible alternative to power law distribu-
tions across many fields.

Menzerath-Altmann law is devoted for certain linguistic
construction which contains the constituents: the size of the
constituents decrease with increasing size of the construction.
Eq.(12) relates f(r) syllable length to r - number of syllables
per word. Kohler [21] suggested that linguistic segments con-
tain information about its structure (besides the information
that needs to be communicated).

f(r) = α.rβ

exp(γr) (12)

Aren law (exponential distribution according to Eq.(13))
plays significant role in process modeling. Aren expression
could be derived as the special case of Menzerath-Altmann
law, when β=0.

f(r) = α

exp(γr) (13)

Fig. 6. Weibul distribution according to Eq.(11)
with different exponent k={0.5, 1, 1.5, 5} when λ=1.0.

Eliazar et al. [22] presented a universal mechanism for
the temporal generation of power-law distributions with ar-
bitrary integer-valued exponents. Hill [23] describes several
approaches for applicability of power-law. Generally, devia-
tions from the one-exponential distribution cover the stochas-
tic manifestation of item groups, and for such case data fitting
must be done using sophisticated models: Yule-Simon distri-
bution according to Eq.(14) or beta function, so called Euler
integral according to Eq.(15).

f(r) = α.βr

rγ
(14)

B(x, y) =
1∫

0

tx−1(1− t)y−1 dt. (15)

Li et al. [24] describe several two-parameter models, in-
cluding beta function, Yule function, Weibull function for lin-
guistic analysis. Letter frequencies, word-spacing, and word
frequencies were used as the ranked linguistic data. Li claims
that beta function fits the ranked letter frequency distribution
the best, but otherwise, Yule function fits the ranked word-
spacing distribution the best. Altmann, beta, Yule functions
all slightly outperform the Zipf power-law function in word
ranked- frequency distribution.

Naumis et al. [25] probed to solve the task of fit rank distri-
butions when fits usually fail at the tail. Naumis proposed to
use beta-like function. Authors claim that the observed beha-
viour at the tail seems to be related with the onset of different
mechanisms that are dominant at different scales, providing
crossovers and finite size effects.

2. Zipfian applications for languages

Dictionaries. Standardization of language always starts
from dictionaries made up from corpuses. Formulated from
first suggestions as an empirical law, Zipf law represents a
universal distribution for natural language not depending on
chosen language, word quantity in item, and specific sphere
of language usage. Universality of law allows to use it in di-
gital linguistics. Maslov [26] analyses the specific usage of
power laws: how linguistic applications could be applied for
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dictionary forming. There are several ground principles ne-
cessary for resource effectively compiling in order to create
the time-saving search. On one hand, dictionaries as spe-
cific word sorting form represent a top-application of Zipf
law in linguistics; on the other hand, time-domain processes
of word item occurrence in sequences cannot be recogniz-
ed from different slopes of Zipf curves. Willys [27] states
that king of ambiguity does not allow us to solve the rever-
se task. Maslov et al. [28] analysed the big number of for-
mulas of linguistic statistics. The notions of real and virtual
cardinality of a sign were introduced. It was concluded that
formula refining Zipf law for the occurrence frequencies in
frequency dictionaries can be extended to the big semiotic
systems. Wyllys [29] provided the jargon stardartization rou-
tine in scientific writing using zipfian distributions.

Zanette [30] analyses the family name distribution as time-
dependent process. The evolution of family-name distribu-
tions is limited vertically depending on cultural features. Em-
pirical power law distribution takes place.

Murtra et al. [31] analyse the applications of Zipf law
in the context of a very general class of stochastic systems.
Complexity of the description of the system provided by the
sequence of observations is the one expected for a system
evolving to a stable state between order and disorder. Po-
wers [32] demonstrate how Zipf analysis can be extended to
include some of the phenomena not explainable using power-
law distributions.

Natural western languages. Regularities of zipfian item
distribution are confirmed in many modern languages of
great importance, for example American English [33]. Mas-
lov [34] analyses English, French, Spanish languages as the
most dominating western languages by expansion among
spoken population all over the world. Typical application
of Zipf distribution is related to the forming of frequency
dictionary. It should be considered that varieties of dic-
tionary might be defined as a logarithmic correction to the
Zipf–Mandelbrot law whereas the main problem lies in the
tails of distribution. The tails are formed from less-frequently
or seldom occurring words derived or constructed morpholo-
gically according to the informal rules of spoken and written
language.

Tuzzi et al. [35] analyse nonstandard Italian texts such as
official presidential speeches in order to confirm the Zipf law.
The results showed the unique lexis of the corpus. The ana-
lyses allow us to find a position for each president on the syn-
thetism/analytism scale and individual characteristic features
of each president.

Popescu et al. [36] presented novel method for language
analysing. Even though Zipf law can be applied to a variety
linguistic data, a common formula of law cannot be derived
to be applicable to the all data sets. New approach to the
problem consisting of the multi-component analysis was pro-
posed and tested in 20 languages.

Ha et al. [37] analyse extremely large corpuses: English

corpus of 500 million word tokens and 689,000 word types.
Is was established the zipfian dependency takes place: the
usual slope close to γ=1 for rank less than 5,000, but then for
a higher rank it turns to give a slope close to γ=2. Ha conclu-
des that presented phenomenon is done due to foreign words
and place names. The Zipf curves for Celtic, Irish languages
were presented. Because of the larger number of word types
per lemma, it remains flatter than the English curve maintain-
ing a slope of γ=1 until a turning point of about rank 30000.

Ausloos [38] described translation problem: a comparison
of two English texts also translated into Esperanto are dis-
cussed in order to observe whether natural and artificial lan-
guages significantly differ from each other. Word frequen-
cies distribution (studied by a Zipf method) and word lengths
distribution (studied by a Grassberger–Procaccia technique)
were used. Quantitative statistical differences between the
original English text and its Esperanto translation were found.
Different power law distributions were observed. The Zipf
exponent is equal to γ∈[0.50÷0.30] depending on how a sen-
tence is defined. Together with the attractor and space dimen-
sion, such parameters could also be attached for measurement
of the author style versatility.

Programming languages. Zhang [39] discovered the
power-law regularities in the distribution of lexical tokens
in modern Java, C++ and C programs. It was established
that such distributions follow Zipf–Mandelbrot law, and the
growth of program vocabulary follows Heaps law.

Natural eastern languages. Natural eastern languages
are typical examples of expansive processes of language for-
mation in comparison with western languages. Dahui et al.
[40] presented the research where data of traditional and mo-
dern Chinese literature was used. Significant differences be-
tween Zipf law distributions of mentioned Chinese character
sets were found - due to disordered growth of dictionary. Da-
hui established that the true reason for Zipf law in language
is that growth and preferential selection mechanism of word
or character in given language.

Ranking problems occur when parallel texts in Chinese
and English are analysed according to the frequency distri-
bution. Zipf distribution is applicable until certain barrier
of token amount (1 thousand for Chinese and 5 thousand for
English). Presence of barrier can be explained by excess of
additional tokens, which were put into the context as seman-
tically uncompleted forms. Ha et al. [41] state that when
single are combined together with n-gram characters in one
list and put in order of frequency, the frequency of tokens in
the combined list follows Zipf law - γ≈1. This unexplained
behaviour is also found for English 2-byte and 3-byte word
fragments.

Xiao [42] analyses applicability of Zipf Law in Chinese
word frequency distribution. It was also found out that low
frequency words constitute over half of the corpus word oc-
currences. This is the main reason why data sparse in statis-
tical approaches could not be significantly reduced even ex-
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panding corpus scale.
Sen et al. [43] solved the task of validity of Zipf law related

to the word (item) length and the frequency was confirmed by
analysing the big sets (up to 5,800 words). The main excep-
tion is found to be one-letter words.

Changing object of investigation from regular token to spe-
cific items – family names – it is necessary to describe the
complicated origin of item, which encompasses family name
as well as birthplace. Family name distributions with or with-
out the information of the regional origins are applicable to
power function - Zipf law. Kim et al. [44] and Miyazima
et al. [45] presented the analysis family names belonging to
Korean and Japan societies, respectively. In addition, Miya-
zima states that the relation between size and rank of a family
name also shows a power law. Yamada et al. [46] used anoth-
er fitting technique by means of q-exponential function for
the distribution of Japanese family names in order to obey
power-law distribution (Zipf law).

Several differences between phonogram-based language
(English) and ideogram-based language (Japanese) were
found by analysing power law distribution by Nabeshima et
al. [47]. It was established that frequency of word usage
against rank follows power-law function with exponent γ=1
and, for Japanese ideogram, it follows stretched exponential
(Weibull distribution) function.

Sheng et al. [48] analyse the statistical properties of Eng-
lish and Chinese written human language. New approach in-
stead of power law distribution was used: so called frame-
work of weighted complex networks. These observations in-
dicate that the two languages may have different linguistic
mechanisms and different combinatorial natures. The results
display some differences in the structural organizations be-
tween the two language networks.

Natural language imitation through random text. Ran-
domly generated texts (RGT) represent sets of items with
different probability. Distributions of item frequencies of
RGT and English are similar and complies with Zipfs law. Li
[49] claims that frequency of occupancy of a word is almost
an inverse power law function of its rank and the exponent of
this inverse power law is very close to γ=1.

Several methods of text generating could be presented such
as intermittent silence process. Cancho [50] argued that the
real power-law type distribution of word frequencies could
be explained by generating a random sequence of characters
by means of intermittent silence process. According to such
method, expected frequency spectrum and the expected voca-
bulary size as a function of the text size could be efficiently
calculated.

Monkey-at-the-typewriter model. Perline [51] describes
the application of the classical Mandelbrot monkey-at-the-
typewriter model as the model where Zipf inverse power law
is applicable. An explicit asymptotic formula for the slope
of the log-linear rank-size law in the upper tail of this dis-
tribution is also obtained. By usage of the same monkey-at-

the-typewriter model, Conrad et al. [52] showed so called
recent confusion, where the rank-frequency distribution fol-
lows a lognormal distribution. This special model arises in
particular case, where letters are hit with unequal probability.

On the other hand, Cancho [53] demonstrate by means of
three different statistical tests that ranks derived from ran-
dom texts and ranks derived from real texts are statistically
inconsistent. Cancho concludes that the good fit of random
texts to real Zipf law-like rank distributions has not yet been
established.

3. Artificial intelligence systems

Cognitive mechanisms including search. Serrano et al.
[54] studied the written text problem in the context of text
recognition tasks. Two approaches were used for modeling:
Zipfs law and Heaps law. It was established the significant re-
lation between the burst nature of rare words and the topical
organization of texts. The dynamic word ranking and memo-
ry across documents – such two factors could be treated as
a key mechanisms explaining the non trivial organization of
written text.

Wyllys [55] analyses implications of Zipf law for the de-
sign of information systems. He claims that only vocabulary
control could be done using Zipf law. Wyllys says that sen-
tence about universality of Zipf law (that different subject-
fields may be characterized by different slopes of Zipf curves)
seems to have no practical applications in information system
design at present (may be in future).

Blanchard [56] solves the problem of a document retrievals
in patent mapping tools. Previous stopword list technique
was used – as a system which modified the retrieval words
into more powerful (i.e. they dramatically impacts the final
output and analysis). Stopword lists depend on the document
corpus analysed according to power-law.

Calderon et al. [57] analyse the distribution of words in
Spanish texts of Latin-American writers from Zipf law per-
spective. New approach to Zipf law dependencies was used:
the frequency of repetition of a particular word among other
different words was analysed in order to solve the linguistic
problem using statistical approach.

Kello et al. [58] analyse linguistic activities using scaling
laws which suggest the existence of patterns that are repeat-
ed across scales of analysis. Variable can vary in region be-
tween several types. In that case recurrence of scaling laws
has prompted a search for unifying principles. In language
systems, scaling laws can reflect adaptive processes of va-
rious types and are often linked to complex systems near cri-
tical points. Findings of scaling laws in cognitive science are
indicative of scaling invariance in cognitive mechanisms.

Caron et al. [59] analyse semantic extraction of word
groups belonging to the different regions of interest. Zipf
law and inverse Zipf law were used in order to characterize
the structural complexity of image textures. The distribution
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of pattern frequency was modeled as power law distributions.
Method allows the detection of regions of interest, which are
consistent with human perception, where inverse Zipf law is
particularly significant.

Altmann et al. [60] analyse big corpuses where the lan-
guage has different levels of formality. These distributions
are well characterized by a stretched exponential (Weibull)
scaling. Distributions of distances between successive oc-
currences of the same word display some deviations from a
Poisson process. The extent of this deviation depends strong-
ly on semantic type. A generative model of this behaviour
that fully determines the dynamics of word usage was deve-
loped.

Automatic text analysis is grounded on Luhn assumption
[61] that frequency data can be used to extract words and
sentences in order to represent a certain document. Losee
[62] analyses regularities in the statistical information pro-
vided by natural language terms about neighbouring terms.
We find that when phrase rank increases, moving from com-
mon to less common phrases, the value of the expected mu-
tual information measure (EMIM) between the terms regu-
larly decreases. Luhn model suggests that mid-range terms
are the best index terms and relevance discriminators. Inter-
pretation of Zipf law from information theoretic point view
was provided. Using the regularity noted above, we suggest
that Zipf law is a consequence of the statistical dependencies
that exist between terms, described here using information
theoretic concepts.

New teaching/learning methods. Vousden [63] uses ap-
plication of Zipf law in order to choose the English teaching
material as spelling-to-sound units. In that case, the quan-
tity and adaptability could be rationalized in high degree.
Alexander et al. [64] use application of Zipf law for helping
the students to create the interconnection between mathema-
tics and other disciplines.

Language evolution as an informational process. In
quantitative linguistics, Piotrowski law [65] describes the
process of language change through several parameters:

i) vocabulary growth;
ii) the dispersion of foreign or loan words;
iii) changes in the inflectional system etc.
Initial hypothesis (everything in language changes as a re-

sult of interaction between old forms and new forms) could
be formulized through differential equation:

dpt
dt = kt

.pt
.(C − pt) (16)

where dpt - change in the proportion; pt - proportion of new
forms; kt - time-dependent function.

Most important solution of mentioned differential equation
is presented below. In case, if C=1 and kt=b, solution repre-
sents so-called logistic curve for modeling the growth phe-
nomena (α is the integration constant). Fig. 7 represents the

Fig. 7. Logistic distributions for growth modeling
according to Eq.(17). β=0.2.
Different integration constant α∈{20; 100}.

logistic curve made up by Eq.(17).

p(t) = 1
1 + α exp(−βt) (17)

Joshua et al. [66] use mathematical models to analyse the
major transitions in language evolution. Word-formation is
described as a process related to Shannon noisy coding the-
orem. Model of the population dynamics of words and the
adaptive emergence of syntax is present.

Bernhardsson et al. [67] analyse functional form of the
word-frequency distribution. So called null model was used
where the words are randomly distributed throughout the text.
Initial assumption of sharing characteristics (real novel sha-
res many characteristic features with a null model) was used

together with second (functional form of the word-
frequency distribution of a novel depends on the length of
the text in the same way as the null model). This means that
an approximate power-law tail will have an exponent which
changes with the size of the text-section which is analysed.
The size-transformation of a novel is found to be well de-
scribed by a specific Random Book Transformation.

Shenon entropy in evolution model. Maillart et al. [68]
studied the evolution processes of open source software pro-
jects in Linux distributions, which offer a remarkable exam-
ple of a growing complex of self-organizing adaptive system.
The ingredients of stochastic growth models were establish-
ed empirically which are previously conjectured to be at the
origin of Zipf law.

Unpredictability of information content could be charac-
terized by Shannon entropy H where P (x) is the probability
that variable X occupies the state x. Summation must be
provided over all states N .

H(X) = −
N∑
i=1

P (xi) · log2(P (xi)) (18)

Dover [69] proposed novel formalism of maximum princi-
ple of Shannon entropy in order to derive the general power
law distribution function. There are big number of exam-
ples where Boltzmann entropy is related to the paradigm of
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“internal order”: complexion, self-interacting, self-organized
system etc. Evolution of structure could be modeled by de-
scribing the noninteracting conditions since the Shannon en-
tropy is equivalent to the Boltzmann entropy under equilib-
rium. This formalism was demonstrated in toy model where
Zipf law comes out as a natural special point of the model.

Nesterova [70] presented large review of applications of
Shenon entropy. Main paradigms - system, structure, infor-
mation - and corresponding parameters - entropy, negentropy
- are desribed for characterization two different - metric as
well as information system.

Cancho [71] describes a general communication model
where objects map to signals, a power function for the dis-
tribution of signal frequencies is derived. Cancho claims that
many systems in nature use non-trivial strategies for easing
the interpretation of a signal. Presented model relies on the
satisfaction of the receiver communicative needs when the
entropy of the number of objects per signal is maximized. Es-
timation in linguistic context is surprising: present exponent
(γ≈2) is clearly different from the typical of Zipf law (γ≈1).
It means that Zipf law reflects some sort of optimization. On
other hand, the words are used according to the objects (e.g.
meanings) they are linked to (linguistic approach).

Cancho [72] analyses the new model for Zipf law pro-
posed for the human word distribution in the framework of
information theory: from a no communication phase to a
perfect communication phase. Scaling consistent with Zipf
law is found in the boundary between phases. The exponents

are consistent with minimizing the entropy of words. Pre-
sented model is especially suitable for the speech of schizo-
phrenics. Zipf exponent predicted for the frequency versus
rank distribution is in a range where γ>1, which may explain
the word frequency distribution of some schizophrenics and
some children, with γ∈[1.5÷1.6]. Among the many models
for Zipf law, none explains Zipf law for that particular range
of exponents. In particular, two simplistic models fail to ex-
plain that particular range of exponents: intermittent silence
and Simon model.

Conclusion
1. Many linguistic ranked item frequency distributions

could be described using Zipf or Zipf-Mandelbrot law
with exponent γ≈1. Increasing of exponent up to γ≈2
(long tail problem) is related to the stochastic nature of
items.

2. Yule, beta and Manzerath-Altman distributions could be
treated as the “modifications” of more general power-
low where specific fitting parameters are useful for pre-
cisely adequacy to original distribution.

3. In linguistics, power-law represents influence of human
behaviour where language as a communication tool can
be used. Dependencies according to Lotka law (expo-
nent γ=2) and Zipf law (exponent γ=1) must be treated
as expression of the boundary conditions by analysing
text in linguistics.
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