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Abstract. Recurrent neural networks as fundamentally different neural network from feed-forward architec-
tures was investigated for modelling of non linear behaviour of financial markets. Recurrent neural networks
could be configured with the correct choice of parameters such as the number of neurons, the number of
epochs, the amount of data and their relationship with the training data for predictions of financial markets.
By exploring of learning and forecasting of the recurrent neural networks is observed the same effect: better
learning, which often is described by the root mean square error does not guarantee a better prediction.
There are such a recurrent neural networks settings where the best results of non linear time series fore-
casting could be obtained. New method of orthogonal input data was proposed, which improve process of
EVOLINO RNN learning and forecasting.

Citations: Nijolė Maknickienė, Aleksandras Vytautas Rutkauskas, Algirdas Maknickas. Investigation of
Financial Market Prediction by Recurrent Neural Network – Innovative Infotechnologies for Science, Busi-
ness and Education, ISSN 2029-1035 – 2(11) 2011 – Pp. 3-8.
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Introduction

Modeling of non linear processes is actual in two aspects.
Realistic models of their history helps to understand the in-
ner structure of nonlinearity. On the other hand, correct un-
derstanding of nonlinearity improves the prediction of these
processes. For this purpose researchers use the most com-
mon Mackey-Glass system [1] as standards tester of non li-
near processes. The best recognized tools for the finance cur-
rency markets is in the last decade neural networks [2-4] or
by Reinforcement-Learning Agents [5-6]. Intensive research-
es of financial market data by neural networks shows that the
best learning stage of neural networks does not always lead
to correct forecasting.

Financial markets could be explained by using profitabili-
ty, reliability or risk investment models and analysis methods.
Opposite to statistical analysis there could be sophisticated
reinforcement learning agents [6] or neural networks [2-4].
The best suited neural networks for the recursive nonlineari-
ty are Recurrent Neural Networks (RNN). behaviour of time
series in financial, stock or currency markets are influenc-
ed by psychology of trades and are strongly non linear and
hardly predictable. Using the RNN in modeling of financial
time series is based on founding an acceptable learning mo-
del for RNN’s. RNN’s are fundamentally different from feed-
forward architectures in the sense that they not only operate
on an input space but also on an internal state space [7-8].

For the better improvement of RNN learning the EVOLINO
algorithm [1] could be selected because it very clearly shows
training and validation of the recurrent neural network for
non linear data inputs.

The goal of present works is to understand how RNN
works for modeling and prediction of the financial markets,
their behavioural analysis and paying attention to the accep-
tance of the chosen method for the anticipation. Author of
Ref. [9] was exploring the human mind distinguished repro-
ductive thinking, which only echoes the familiar issues, and
productive thinking, that creates something new. In order to
solve a specific task certain knowledge is needed.

Meanwhile, not everybody, who has the knowledge
required for the task, is able to use it productively. There is no
direct link between the past experience and new (productive)
thinking. By observing the RNN learning and forecasting the
same effect is observed - better learning, which is described
by the Root Mean Square Error (RMSE), does not guarantee
a better prediction.

The aims of this paper are to find the best conditions,
where EVOLINO RNN becomes a good instrument of finan-
cial markets prediction. It will be investigated collection of
RNN parameters like number of epochs, number of neurons
to achieve strong learning of RNN and good prediction of fi-
nancial markets. The input orthogonalization method is pro-
posed attaining this goal.

aCorresponding author, cell: +370 (687) 25206; email: nijole.maknickiene@vgtu.lt
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1. EVOLINO Learning Algorithm. Description

Neural networks aid to monitor of the non linear processes
in the learning activity. The comparison of various methods
evaluates neural networks learning algorithms of non linear
processes and increase their prediction accuracy. Schmidhu-
ber et al. [10] introduced a general framework of sequence
learning algorithm EVOlution of recurrent systems with LI-
Near Outputs (EVOLINO) [1]. EVOLINO uses evolution to
discover good RNN hidden node weights, while using the
methods such as linear regression or quadratic programming
to compute optimal linear mappings from the hidden state to
the output.

When quadratic programming is used to maximize the
margin, it is impossible to obtain the first evolutionary recur-
rent support vector machines. EVOLINO-based Long Short-
Term Memory (LSTM) can solve tasks that Echo State nets
cannot [1]. There was introduced a new class of recur-
rent, truly sequential SVM-like devices with internal adaptive
states, trained by a novel method called EVOlution of systems
with KErnel-based outputs (EVOKE), an instance of the re-
cent EVOLINO class of methods.

EVOKE evolves recurrent neural networks to detect and
represent temporal dependencies while using quadratic pro-
gramming/support vector regression and pseudo-inverse re-
gression. EVOKE is the first SVM-based mechanism which
knows how to classify a context-sensitive language. It also
outperforms recent state-of-the-art gradient-based Recurrent
Neural Networks (RNNs) on various time series prediction
tasks. RNN learning is used for context-sensitive languages
recognition and is a difficult and often increasing problem
for standard RNNs, because it requires unlimited memory re-
sources.

For these array of problems investigated by authors of
Refs. [1, 10-12], EVOLINO based LSTM learns in approxi-
mately 3 min on average and it is able to generalize subs-
tantially better that gradient-based LSTM. With EVOLINO
it makes impossible to learn functions composed of multiple
superimposed oscillators such as double sine and triple sine.
Investigated network reached good learning and still makes
very accurate predictions [1, 10-12]. The Mackey-Glass sys-
tem is a standard benchmark for non linear time series predic-
tion. Authors of Ref. [1] show deviation between the curves
of EVOLINO generated and Mackey-glass system. EVOLINO
is capable of making precise (0.0019) prediction in tasks like
the Mackey-Glass benchmark.

The block diagram of EVOLINO recurrent neural network
is shown in Fig 1. EVOLINO RNN forms LSTM network
with N = 4n memory cells, where N is total amount of neu-
rons and n is amount of memory cells. The genetic evolution
algorithm is applied to each quartet of memory cells separa-
tely. The cell has an internal state S together with a forget
gate (GF ) that determines how much the state is attenuated
at each time step. The input gate (GI ) controls access to the
cell by the external inputs that are summed into the Σ unit,
and the output gate (GO) controls when and how much the
cell fires.

Dark blue nodes represent the multiplication function and
the linear regression Moore-Penrose pseudo-inverse method

used to compute the output (light blue circle) [13]. The detail
description of EVOLINO RNN algorithm could be found in
Ref. [1], [10].

2. Inputs of Recurrent Neural Network
Authors of Ref. [14] analyzed what inputs should be chosen
to receive the best models and got the inputs allowing a better
prediction. They have found, that it is common to use the or-
thogonal inputs, where orthogonality of inputs is equivalent
to orthogonality of n dimension vectors. The orthogonality
of vectors is result of following inner product for two vectors
f and g:

〈f, g〉w =
∑
n

f(n) ∗ g(n) ∗ w(n) (1)

where w(n) is a non-negative weight vector of the definition
of inner product. These vectors are orthogonal if above de-
scribed inner product is zero:∑

n

f(n) ∗ g(n) ∗ w(n) = 0 (2)

This method was selected for finding the best inputs in EVO-
LINO learning process too. The most tools of financial pre-
diction are used for searching dependences between time se-
ries of financial indicators or similar patterns in these time se-
ries. For this purpose the time series orthogonalization were
exploit as follows

|
∑
n

f(n) ∗ g(n) |= ε. (3)

where absolute value of scalar multiplication of vectors ε de-
scribes degree of orthogonality, because true orthogonality
(2) could not be reached for time series of financial markets
and non-negative weight vector is w(n) = 1. Prediction of
one time series output were obtained by the two most ortho-
gonal time series inputs. The influence of data orthogonality
were investigated in the range of ε ∈ [0.00001÷ 0.001].

Fig 1. LSTM network with four memory cells.
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3. Reproductive and productive learning

Behaviour of human brains could be divided into a produc-
tive and reproductive thinking. Reproductive thinking only
echoes acquired knowledge and productive thinking creates
something new. These brain processes are not straightfor-
ward. RNN algorithm ability to learn non linear process is
measured and evaluated by RMSE aid. By studying non li-
near processes, such as a stock or currency markets or fluctu-
ations in solar activity, or others, the RNN prediction is very
important research in today areas. It could be distinguished
into two major aspects of forecasting: i) how many correct
data points of the process could be predicted; ii) how many
correct directions of the process could be predicted. If we
set itself the objective of accurately predicting of values of
the non linear process, we will be facing the problem, as the
average value of deviation is acceptable. For such processes,
as the shares of a stock or currency market, the prediction of
the direction is sufficient for the making the reasonable deci-
sion of the future investment. This work will attempt to prove
or reject that. The proving or rejection will be confirmed in
the investigation of RNN EVOLINO algorithm with finding
of parameters where the prediction is the best.

4. Criteria learning and predictions

For investigation of Root Mean Square Error (RMSE) learn-
ing and prediction processes we used program framework
[15] adopted for multiple inputs. We selected two parame-
ters - RMSE and correlation for comparison of learned and
predicted time series. RMSE is often used in RNN as a learn-
ing criteria. Learning of RNN means tests of trained neural
network, where data for tests were used after wash out of 1/3
start data of training data. Observation of good RMSE re-
sult for learning some times do not imply good forecasting.
For this purpose we use correlation coefficient too. As it was
mentioned above, moving direction of stock shares or curren-
cy ratios is more important than the prediction of their exact
values.

The correlation coefficient is located in range [(−1) ÷
(+1)]. A value of (+1) implies that a linear equation de-
scribes the relationship between data ranges and predictive
ranges perfectly, with all data points lying on a line in which
Y increases as X increases. A value of (−1) implies that all
data points lie on a line in which Y decreases as X increases.

5. Results and discussion

5.1. Selection of right numbers of epochs

Investigating some certain phenomena of artificial neural net-
works to work as memory structure or as a predictor is very
important to clarify the behaviour of the RNN.

Table 1. Dependence of test RMSE of learning from the
number of epochs with data of USD/JPY and Gold

Number of epochs RMSE of learned RNN
16 -0.008298
32 -0.007691
64 -0.007232
72 -0.006012
76 -0.002237
80 -0.002664
120 -0.002270
164 -0.001667
172 -0.001652
188 -0.001523
200 -0.001824
220 -0.001671

It is very important to have not only a well-selected input
data and training ranges, but also a good selection of epochs
and the number of neural network. Epochs number describes
the number of times when NN data are processed, and may
wrongly appear that the higher the number of epochs leads
to the better learning and prediction. Finally, it was studied
the RMSE dependence on the number of epochs, taking the
familiar orthogonal data ranges of currency market USD/JPY
with using of XAU/USD as a additional input for improving
of convergence.

The obtained results of learning RMSE are taken in Table
1. Results shows that a small number of epochs does not
provide RNN learning. Only 76 epochs starts to learn RNN.
RMSE dependence on epochs shows that after reached of 164
epochs learning is stabilizing and further increasing of the
epochs does not make sense.

5.2. The importance of the number of neurons

The variance of the number of neurons is very important neu-
ral networks parameter in the RNN learning. At first glance it
may seem that the more neurons are used the better the pre-
diction result will be. But a large amount of neurons took
more calculation time and it is important too. Therefore, it is
necessary to find optimal number of neurons, which are able
to learn and predict data of time series. The results of depen-
dence of RMSE and correlation coefficient from the number
of neurons were obtained with of data 85 points of USD/JPY
with additional input of XAU/USD.

The studying the dependences of the number of neurons on
learning RMSE could be seen that learning slowly increases,
when the number of neurons increases from 16 to 64 neu-
rons. Starting from 68 neurons learning suddenly increases
26 times and the behaviour of RNN learning becomes excel-
lent. Investigation of the dependences the number of neurons
on the RMSE and correlation coefficients of prediction could
be shown in Table 2.

The three areas of distinct neural networks amount have
been found.
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Table 2. Dependence of RMSE and correlation
coefficient from the number of neurons.

Number RMSE RMSE Correlation
of of of of
neurons learning prediction prediction
16 -0.009911 1.207037 -0.275067
20 -0.010139 0.269538 -0.334100
24 -0.006452 0.132038 0.000400
28 -0.005201 0.658168 -0.193200
32 -0.004240 0.229054 0.053900
36 -0.003299 0.478200 0.011100
40 -0.002659 0.190520 0.035680
44 -0.002075 0.403500 0.184900
48 -0.001483 0.419292 -0.12925
52 -0.000941 0.258178 0.399926
56 -0.000354 0.363497 0.157300
60 -0.000110 0.560873 -0.042367
64 -0.005167 0.945073 -0.015375
68 -1.600e-29 0.627907 0.068900
72 -8.580e-30 0.757063 -0.051500
76 -1.350e-29 0.533008 -0.383733
80 -5.587e-30 0.312393 -0.224267
84 -7.252e-30 0.665393 -0.272200
88 -1.450e-30 0.481330 -0.227167
100 -2.300e-31 0.882620 -0.292600

The first area is for numbers of neurons from 16 to 40
where averages of correlation coefficients are in interval
[−1÷ 0.1]. This proves that there are not enough neurons
in RNN to learn and to predict. The second area for number
of neurons is from 52 to 56 where averages of correlation co-
efficients are in interval [0.1÷ 1], this proves that RNN try
to learn and predict the data. All values of correlation co-
efficient in this area are in interval [0÷ 1] , this proves that
RNN predict directions of USD/JPY very well.

Third area for numbers of neurons is from 60 to 100 where
averages of correlation coefficients fitt interval [(−1)÷ 0.1]
, this proves that increasing of the number of neurons im-
prove learning and RMSE of learning, but suddenly RNN
stop to predict. Correlation coefficients versus amount of
neurons are presented in Fig. 2. Presented curves shows,
that a zone of amount of neurons exists where maximum cor-
relation could be achieved.

Fig 2. Correlation coefficients versus amount of neurons

The similar results are obtained for five and for ten points
prediction.

5.3. Variation of data amount

The last stage of investigation was the variance of the in-
put data size. It was important to know how many days are
sufficient to monitor the financial or foreign exchange mar-
ket in order to obtain reliable forecasting using RNN. In this
purpose dependence the number of data on RMSE of learn-
ing, RMSE of predicting and correlation of prediction were
obtained. Study of dependences the number of data to the
RMSE and correlation coefficients and finding of suitable,
predictable RNN shows that the RNN behave in the same
way as in previous investigations. There are three distinct
neural networks areas in the number of data: under learned,
best learned and over learned. Dependence the number of
data on learning and prediction RMSE and correlation co-
efficients for USD/JPY and XAU/USD inputs and USD/JPY
output is presented in Table 3. Three kinds of behaviour of
learning and prediction are given in Fig. 3.

The first area could be separated in which there is not
enough data for RNN learning and prediction. The second
area of numbers of input data is the best area for RNN learn-
ing and prediction of input data. The third area showed
that increasing of the number of data improves learning and
RMSE of learning, but RNN stop to predict and the further
increase of number of neurons do not imply better prediction.

All three studies have shown that the RNN prediction
could be obtained when the neural network parameters such
as epochs, number of neurons and the number of data are in
a certain range.

Table 3. Dependence on learning and prediction RMSE
and correlation coefficients from the number of data

Number Number RMSE RMSE Correlation
of of of of of
data neurons learning prediction prediction
50 36 -0.000054 0.09935 0.4528
57 36 -0.000415 0.29459 0.5328
65 36 -0.001570 0.2077 0.7571
70 36 -0.002385 0.29763 0.9103
76 36 -0.002808 0.07895 0.1006
85 36 -0.001714 0.1286 0.8726
85 64 -0.007561 0.09726 0.3360
90 64 -0.001452 0.1564 -0.0286
95 64 -0.000714 0.18421 -0.7302
100 64 -0.000990 0.14608 -0.7320
105 64 -0.001245 0.3206 0.6198
110 64 -0.001777 0.23879 0.7114
115 64 -0.002061 0.2093 -0.2290
120 64 -0.004170 0.25555 -0.5788
125 64 -0.003538 0.16155 -0.7229
130 64 -0.003216 0.14268 -0.8211
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Fig 3. RNN learning and prediction. Three types of tests.

Our studies have shown the most 164 epochs is enough.
Number of neurons must be in interval [52÷ 56] and number
of data in intervals [80÷ 85] or [105÷ 110]. The averaged
correlation coefficient of forecasting for this range of initial
parameters of RNN were reached value of 0.32 and, in sepa-
rate studies, even 0.9579.

6. Conclusions

The aim of the presented work was finding of the best condi-
tions where the RNN makes the best prediction of currency
markets. It was investigated that the prediction of the evolu-
tion of the USD/JPY exchange daily rates for 15 March 2010
in 5 following days. Data were collected from 1 Januar 2009
till 15 March 2010. USD/JPY exchange rates trained for the
same period of XAU/USD data inputs. The obtained results
show that.

1. The lowest values of orthogonality degree description
coefficient ε improve stability of RNN learning and
prediction of investigated non linear time series. The

confirmation of quantitative dependences needs future
investigation.

2. The learning and prediction of RNN, like the human
brain productive and reproductive thinking, are inde-
pendent and different. The better RMSE of learning
do not guarantee the better achieving of prediction.

3. Combinations of parameters of RNN such as the num-
ber of epochs, data and neurons amount, determine
different behaviour of learning and prediction. weak
learning without prediction; strong learning with pre-
diction; excellent learning without prediction.

4. The investigation of financial data gives such group
of parameters of RNN in EVOLINO algorithm, where
RNN predict directions and values of a currency mar-
ket. The group of RNN parameters for given data
was found where the average of correlation coefficient
of forecasting reaches maximum 0.938 and has value
equal to 0.400.
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Abstract. Different aspects of business process modeling are observed and table structure describing busi-
ness processes was formalized. Methods and categories of modeling, as well as terminology, existing
techniques and tools for Model Driven Architecture (MDA) are revised and possibilities of their application
in transformation of business process models are evaluated.
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Introduction

Nowadays, under the influence of IT on business, it is difficult
to imagine a successful but completely not computerized
business. The influence of IT on computerization of spe-
cific business processes is essential and has many forms -
from digital data storage to automatization of difficult multi-
user business processes. Creation of business models is ve-
ry important in keeping up with the advancing technologies.
They are necessary for a change of system platform. In order
to create a successful model, specific business terminology
has to be known along with the software terminology. The
resulting model is a combination of two different subjects:
the business terminology and the abilities of business process
modeling tools.

This is the reason why business models are usually created
by two groups of people: the ones employed in a specific area
who know the details well and programmers creating the soft-
ware system to implementing the business model. Business
analysts receive the requirements of initial business processes
from customers and pass them to programmers.

Althrough the phase of requirement clarification employs
several people, a fixed business process description structure
is required. It is needed to be able to look for similar proc-
esses in the same structure when creating models for other
customers as well as enabling formal documentation and cre-
ation of requirements that should be met.

The technologies have been advancing rapidly, but custo-
mers still use simple tables, filling the forms by type or even

by hand. Models created this way have much higher error
probability and it takes additional time converting them to
modern standards processed by a computer. Switching to
structures defined by the modern standards would reduce the
workload for everyone - from analysts, communicating with
customers, to programmers, doing all the software package
creation for the same customer. Due to the customer’s habit
of using tables, there is a need for special instruments de-
signed to convert these tables to processes understandable by
computers.

This work is devoted to the literature review containing
business process modeling and its application of architecture
related to these models. Methods and categories of model-
ing as well as terminology, existing techniques and tools for
Model Driven Architecture (MDA) are revised and possibili-
ties of their application in transformation of business process
models are evaluated.

1. General formulation of a task

According to the experience of the author, the following
problems occur when using table modeling.

1. A process modeled using tables will not avoid making a
lot of errors, until actual programming takes place.

2. Such process may not be added to running business ma-
nagement systems.

3. Logical business process errors are difficult to notice in
a spreadsheet description.

The first problem may be solved in three steps. First of all,
aCorresponding author, email: sigitasv@gmail.com
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the structure of a table should be defined. Secondly, rules
should be set to define the formal table structure and finally,
these rules should be written in formal form.

The solution to second problem may be expressed as a cre-
ation of a process to transform table-based business processes
to ones using standard notation. This enables easier manipu-
lation with these processes in management of software sys-
tems. The third problem may be solved by applying the same
method as in the second problem. The transformed process
may be represented graphically (as two-dimensional or three-
dimensional distribution), which would help to avoid logical
errors.

These are the general problems occurring in process mo-
deling. By clarifying these problems, the following steps are
pointed out for this work.

A. Define the business processes described in the tables.
B. Create a process of transformation of table-based

business process to formal business process notation.
C. Create a structure of rules and define the rules that

processes described in tables should follow.
D. Demonstrate the process of rules and transformation

inspection by releasing a prototype of business pro-
cess transformation and verification.

In order to achieve the A-task, partial sub-tasks were done.
A1. Analysis of existing business process notations was

done and a common set of elements was taken from
them.

A2. According to the resulting list, formal structure was
made and fields of data as well as data types within
fields were described.

The steps to complete the B-task are presented below.
B1. Architectural ideas based on models for transforma-

tion of table-based business processes to formal busi-
ness process notation were revised and applied.

B2. Rules of transformation were defined.

C-task was completed by performing the following steps.
C1. A set of rules to be used by table-based business pro-

cess was defined.
C2. This set of rules was applied to formal table-based

business processes.

Actions taken to accomplish the D-task were described in
three positions.

D1. According to the business modeling at a workplace
of the author and analysis of References, entirety of
technological tools for practical solution was made.

D2. A tool from a selected technological environment was
chosen to ensure the transformation of table-based
business process to formal business process notation.

D3. The selected tool was extended with a rule inspection.
The specific steps and their execution are described in fol-
lowing chapters.

Fig. 1. Classification scheme of the business process modeling.
Adapted according to Ref. [1].

2. Methods and notations. Review

Business processes may be modeled using various methods,
such as mathematical, chart plotting tools or languages de-
fining business processes. Fig. 1 represents the classification
scheme of a business process modeling.

As we can see in the Fig. 1, strict technique separation
into three categories is absent, because, some of them have
common features. All categories are reviewed below.

2.1. Categories of business process modeling

Mathematical Methods. Mathematical methods are based
on strict formalism which results in models which are comp-
letely accurate and satisfying all requirements. These mo-
dels have fewer errors and may be verified using formal me-
thods. Nevertheless, it is inconvenient to create business mo-
dels using mathematical methods, because advanced mathe-
matical, logical and field-specific knowledge is required.

Chart-based models. The biggest advantage over mathe-
matical methods to chart methods is that they are defined not
in mathematical formula, but in graphical charts. This is very
important feature, when there is a need to present it to a cus-
tomer. The business processes are less formal this way, but
much more popular.

Languages of business processes. The most popular mo-
dels are based on languages of business processes. The po-
pularity is based on the applicability of it - all languages can
be represented graphically and have their unique document
saving format. . Graphical representation is important for
understanding the process and the possibility to save them
provides a possibility to exchange the documents between
different tools.

2.2. Description of business process modeling

Modeling of business processes could be performed using
specific tools (created for business process modeling only),
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although there are some tools that are general modeling tools
with extensions enabling business process modeling. Most of
the methods exist as standard tools, such as Object Manage-
ment Group (OMG), Unified Modeling Language (UML),
Business Process Modeling Notation (BPMN), XML Process
Definition Language (XPDL) [2].

BPEL4WS. Modeling standard BPEL4WS was created by
unified forces of BEA, IBM, Microsoft and other companies.
The purpose of it is describing of processes provided on In-
ternet and enables creation of difficult business processes,
by combining several independent actions to one set of jobs.
Such combination is suitable for business process modeling
and it is based on Web Service Definition Language (WSDL),
so different web services exchange XML documents. Service
oriented (SO) business process modeling has its own advan-
tages over methods using strict process arrangement. They
are: flexibility and easiness of changes [3].

BPMN. BPMN is a standard created by Business Process
Management Initiative (BPMI), describing Business Process
Diagram (BPD) based on diagram creation technique used
in graphical representation of business process models. This
standard is very popular amongst analysts as well as prog-
rammers, because it puts the client needs in a simple way, but
it has only the graphical notation, lacking formal description
of business process. BPMN documentation [4] also lacks de-
finition of how should the graphical data be stored in a way
that would be understandable by computer. This creates an
uncertainty of a format used, because every tool uses its own
data format (incompatibility could occur). Although, there
are some tools that use XPDL’s XML documents [5].

There are several important notation problems of BPMN
explored in Ref. [6]. This notation has nothing in common
with representation of user interface of business process in
program system and there is no connection between the busi-
ness process and the modeled field. The authors of Ref. [6]
found a solution to both of these problems. Using rules of
transformation, a problem of transforming BPMN diagrams
into YAWL diagrams is analyzed in Refs. [7-8]. Working tool
is able to perform such transformation, which also shows, that
BPMN notation described formally may be transformed into
any other formal structure.

UML. UML is one of the most popular program systems
and business process modeling languages. It defines many
different diagrams made for objective system modeling, and
diagrams such as activity enable modeling of fully-fledged
business process. Business processes may be defined as an
oriented graph, made of peaks and bows using UML. Peaks
represent the performed single or combined activity. Peaks
may be used for execution control as well. Start and end
peaks are assigned to execution control peaks, marking the

beginning and the end of a process. Connection and branch-
ing in UML may be used to model separation or addition of
several parallel processes [2].

UML sequence diagram can be used to show exchanging
the information between people participating in business pro-
cess. Extended activity diagram is suitable for creation of a
model describing communication between people [9]. Mo-
deling of variability using UML is presented in Ref. [10].
Common fields where changes are usually made are present-
ed in this paper, these are the changes during the business
process, data transmission sequence or activities of business
process. It is said, that the description of business process
should not go into details, but instead represents only the gen-
eral sequence of actions making space for actions that could
possibly change over time. Nevertheless, this method can on-
ly be theoretical, because it is essential to specify common
input and output points, sequence of activities, even the exact
processed data in practical business process.

The information provided by Ref. [11] describing the
transformation of UML business process to XPDL business
processes is very beneficial. The general idea is to fill in
the missing data in UML diagrams and transform them by
using XSLT to XPDL. In order to have XPDL documents
fully structured, UML diagrams are filled with extra stereo-
types.

XPDL. XPDL is a language of business process descrip-
tion introduced by Workflow Management Coalition (WfMC)
to define a general data exchange form and supporting mov-
ing of different process description between different tools.
The purpose of XPDL 2.0 is description of business process-
es presented in BPMN graphical notation.

Petri net. Petri net is a way of business process modeling
using mathematical methods and graphical imaging. It con-
sists of places, transitions and arcs. Places may be marked
and moved to other places by following the rules. It is ve-
ry convenient to describe and analyze parallel, asynchronous
or distributed systems. As a graphical tool, Petri net can be
used to represent graphical connections similar to sequence
diagrams. Simulation of dynamic and parallel systems is al-
so performed by using bookmarks in these Petri nets.

The example of business process modeling is presented in
Ref. [12]: the basic of modeling is based on two components
- activities and resources. Specific resources, such as human
labor, specific data or even Internet services, are required for
these activities. The biggest benefit of using Petri net is the
scalability of models: using several layer modeling, even the
smallest processes may be modeled and combined to larger
ones, thus creating a clear and detailed business model.

Another similar sample of modeling is described in Ref.
[13]. The main difference between the previous one is the
usage of several Petri nets: ontological, based on abstract
understanding of business process, concept, introducing the
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business transaction term and system interfaces and function-
al net describing interfaces, services and data streams. This
type of model enables the evaluation of a business process
from three different angles, which proves useful when there
is a need to confirm the logic of a process.

IDEF0 and IDEF3. The purpose of Integration Defini-
tion for Functional Modeling (IDEF0) is functional model-
ing based on usage of text and graphical markings on orga-
nized and systematic models. This increases the understand-
ing of project and integration activities as well as defines the
requirements.

Method called Integrated DEFinition for Process Descrip-
tion Capture (IDEF3) defines the collection and documenta-
tion of processes. It incorporates easy-to-understand priori-
ties and connections between actions.

VPML-S. A new graphical business process modeling lan-
guage Service-Oriented Visual Business Process Modeling
Language (VPML-S) was created as a language based on
UML, extended with stereotypes [14]. Its purpose is model-
ing of service-based business processes. The main goal was
to create a language that would have a decent graphical no-
tation and would not require specific IT knowledge in order
to use it. A business process written in this language is ful-
ly compatible with BPEL language, which defines business
process as a septum: activities, products, resources, connec-
tions, events, attributes, partners. Every part of the septum is
strictly defined using mathematical methods. It may be stat-
ed that it can be used to model business processes because
it supports Internet services, although there are a couple of
problems - there may be a lack of support for the language
and poor availability of tools enabling modeling in this lan-
guage, because it is fairly new, written in 2008 and designed
for academic purposes.

Existing Activity Diagram. Modeling of a Business Pro-
cess could be based on Existing Activity Diagram. If a busi-
ness has documentation of its activities as activity diagrams,
they may be transformed to business processes as if reusing
them [15]. Such modeling of business processes saves time
on analysis and documentation of existing business process-
es. It may also increase the quality of business processes and
reduce the error probability. The information on usage of
such diagrams should be retrieved at first, in order to know
whether they are still valid: for example, if a company kept
records of such diagrams for their first year, but discontinued
afterwards, there is no use for these diagrams.

JBPM and JPDL. JBoss Business Process Management
(JBPM) is a management system, filling the gap between ana-
lysts and programmers. It is flexible and provides a way of
process modeling, suitable for both of these groups.

Fig. 2. Traditional cycle of software creation.
Adapted according Ref. [16].

Input data for JBPM is presented as descriptions of graph-
ical business processes. The process represents a sequence
of actions that are defined as transitions from one activity to
another. These graphical diagrams of business processes are
the basic way of communication between analysts and prog-
rammers.

JBPM as JBPM Process Definition Language is based on
Process Virtual Machine, which is able to support several
languages devoted to the business process definition. JPDL
is currently the basic language, created by a business it-
self. JPDL is a flexible language with extension possibilities,
which, according to experience of author, enables easy imp-
lementation of JBPM JPDL processes to active systems [16].

3. Transformation technique

3.1. Models and meta-models

The amount of tools and techniques for digitization of bu-
sinesses has been growing constantly as well as the amount
of digitized businesses themselves. One of the systems was
based on creation of a model for every step describing it with
a required level of detail. This method prevents creation of
many documents and allows transformation of the model to
a certain software. Such technique was named Model Driv-
en Software Development (MDSD). Traditional cycle of soft-
ware creation is shown in Fig. 2, and extended cycle of Model
Driven Architecture(MDA) based software creation is shown
in Fig. 3. Several software development areas are based on
MDA. One of them is called Model Driven Engineering -
MDE.
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Fig. 3. MDA based software cycle creation.
Adapted according Ref. [18].

MDA is developed by OMG group and it specializes not
only in software development but in separating logic of busi-
ness and software from a specific technology in software. A
digitized business solution defined by Platform Independent
Model (PIM) based on UML and other OMG standards with
MDA ideas may be implemented in any specific platform
using web services, such as .NET, J2EE and others. PIM
models define a specific software functionality required by
business separately from a software based on specific tech-
nology.

That way technological restrictions are avoided and mov-
ing to another technological environment freely is encour-
aged. Platform Specific Models (PSM) are derived from PIM
models and then transformed to a software supported by spe-
cific PSM environment [18-21]. Relation between PIM and
PSM is shown in Fig. 4.

One of the general properties of MDA is transformation of
models. During one transformation, PIM is joined with ad-
ditional information and PSM is generated. During another
transformation, a realization of software is generated using
mapping method. A realization of specific transformation
depends on the software system. A kind of transformations
exists when models written in PIM language are transformed
to models written in PSM language. PIM and PSM meta-
models and rules of transformation are defined to enable such
process. This transformation is performed between two PIM
and PSM models with specific values. Graphical representa-
tion of this process is shown in Fig. 5.

Fig. 4. Relation between PIM and PSM.

3.2. Types of model transformations

Model-to-Model (M2M) transformations have been presented
previously [17, 19]. There is another way of transformations
- the so-called Model-to-Text (M2T) transformation. It con-
verts a model to any text: from software code to documents
of any format. A lot of various tools can be either commercial
or open-source. Both types will be reviewed.

Open-Source Model Transformation Tools. Kermeta pa-
ckage was created by INRIA Triskell [20]. It is based on
Eclipse platform and the environment is of object-oriented
type. The purpose of it is describing and transforming of mo-
dels and meta-models, as well as their simulations. Kermeta
is created as an extension to Eclipse Modeling Framework
(EMF).

MOFScript is a tool for M2T transformations based on
EMF as well. Its purpose is transformation of models and
metamodels based on Meta-Object Facility (MOF).

The IBM Model Transformation Framework (MTF) - is a
tool for describing relations between meta-models in QVT
and it is based on EMF as well.

The ATL Engine - a language similar to QVT written by
INRIA Atlas. It is one of the most important technologies
in Eclipse M2M project, created as a bunch of add-ons and
it works as a built-in programming language to perform, de-
scribe and trace transformations between models [22].

OpenArchitectureWare (oAW) - a flexible framework
working along XMI and based on templates.

Generative Model Transformer (GMT) - an Eclipse pro-
ject for a model transformation technology for Eclipse. Sev-
eral current tools are a part of GMT: AMW (Model Weav-
ing), Epsilon (Model Merging), MoDisco (Model Disco-
very), MOFScript (M2T), openArchitectureWare, UMLX
(Graphical Transformation), VIATRA2 (Visual Automated
Transformations).

Fig. 5. Process of transformation when using meta-models.
Adapted according Ref. [21].
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OpenMDX - open-source MDA environment consisting of
several tools based on XMI and supporting multi-platform
(J2EE, .NET) code generation [21].

Commercial Model Transformation Tools. ArcStyler -
a commercial MDA tool created by Interactive Objects. It is
sold along with MagicDraw UML tool, but it supports other
UML tools as well.

Model Component Compiler (MCC) - a commercial pro-
duct of InferData supporting transformations of M2T to
J2EE.

Xactium XMF Mosaic - a tool supporting M2M transfor-
mations.

Model-in-Action and MDA - a tool created by Mia soft-
ware, that supports generation of software and M2M trans-
formations on flexible framework.

MetaEdit+ - built-in environment of modeling and meta-
modeling for creation of languages and source generation.
It supports XML and SOAP/Webservice transformations for
models and meta-models.

MDWorkbench - a tool supporting M2T and M2M trans-
formations accepting any meta-model format as an input. It
is based on Eclipse and EMF [22].

Conclusions

Business process modeling of author’s workplace was ana-
lyzed and table structure describing business processes was
formalized. A process of transformation of a table-based
business process to a standard description business process

notation, based on MDA, was defined. Rules that have to be
met by table-based business process were structured and de-
scribed. Transformation and rule checking were implement-
ed using Eclipse with standard and oAW plugins.

A successful prototype and process definition prove that
objectives were completed successfully. The achieved results
will improve and speed up work of several people: analysts
will be able to check and see graphical business process while
filling the business process description table. This will pre-
vent logical errors that occur while creating a business pro-
cess from separate tasks. Programmers will be able to re-
trieve the notation which are structured and depicted in spe-
cific form of business process. Transformations will be done
directly from table-based business process. They will on-
ly need to fill some additional information and implement
it to a running system. The transformation process using
BPMN notation has obvious advantages - business processes
described by this notation can be transformed to almost any
other business process notation providing almost unlimited
expandability for such process. This possibility enables com-
pany modeling their processes by tables to adjust their final
result to used technologies or specific client requests without
changing their initial table-based business process transfor-
mation to standard description business process.
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Introduction

Previous publication [1] is aimed to review the different as-
pects related to transformation between business processes.
Methods and categories of modeling, as well as terminology,
existing techniques and tools for Model Driven Architecture
(MDA) were revised [2-4] and possibilities of their applica-
tion in transformation of business process models are evalu-
ated.

The basics of the business process transformation and
requirements of expandability are defined, as well as the in-
put and output data on every step of transformation. A choice
of using indirect transformation, by adding a temporary busi-
ness process notation, instead of direct transformation is ex-
plained.

A working method devoted to formal table-based business
process transformation using Eclipse to formal business pro-
cess notation is presented here. The resulting formal busi-
ness process notation document may be used as a template
in further programming jobs by implementing it to a working
system.

1. MDA Tools for models

MDA is a new outlook to a software, implementing tradition-
al models by using them as input or output data. The purpose
of MDA is replacing traditional diagrams, such as UML [5]
or ordinary text by models. This allows access to lower lay-
er models by applying transformations, generating machine
code at the lowest layer. All these transformations are de-
fined by specific rules of transformation from one model to
another [6].

MDA technique was used in this work to perform a trans-
formation from a business process described in a table to for-
mal business process notation.

According to author’s experience, analysts of business sys-
tems still use tables instead of standard approved techniques
and methods when communicating with their customers to
provide easier apprehension throughout computerization of a
business. The objective of this work was created to make sure
that transformation of structured tables to a digital format un-
derstood by computer is possible. This provides several ways
to find the solution.

One of them is the transformation of documents described
above using XSLT. It is not very convenient, because if the
initial table structure changes, which may occur when ana-
lyst has to adjust it for different customers, the structure of
XSLT transformation has to change too. This may be a prob-
lem while working with several customers at once as well,
because different XSLT transformations are needed for every
separate table.

Another way is to separate variable part of table-based
business structure from standard description business pro-
cess describing the resulting non-variable part. A transfor-
mation between table-based business structure and standard
description process should be performed by defining meta-
models describing it, because standard description process
has to always remain unchanged, even if the table-based pro-
cess changes. The most convenient representation of table-
based process structure is a CSV document with a predefined
row-column structure.

The standard description business process can be defined
using BPMN and a transformation between CSV and BPMN
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Fig. 1. Transformation of a formal business process table to a
specific business process notation.

meta-models may be performed [7].
The BPMN structure may not be applied to a system direct-

ly, therefore a transformation to a specific business process
notation has to be performed. Fig. 1 represents the transfor-
mation process graphically.

A third way to solve the problem of transformations is
saving a formal table-based business process as a CSV or
any other document format capable of maintaining organi-
zed row-column structure. Every section of CSV document
is separated by using a comma or semicolon. Several sections
constitute a record which takes up one row. A table of busi-
ness process description in such form may be analyzed and
processed by using computer tools.

To avoid scenario presented in first solution, variable and
non-variable parts have to be separated. The conversion to
specific business process notation is performed after transfor-
mation of CSV document to standard business process nota-
tion, which is BPMN in this case. As the analysis of literature
has shown, business processes in BPMN are much clearer
and accessible with many software development tools. The
notation itself has a wide choice of available elements ensur-
ing proper conversion to a chosen specific business process
notation.

The conversion between CSV and BPMN may be perform-
ed by using XSLT transformation as well, although a prob-
lem of supporting the platform appears. In order to avoid it,
meta-models describing CSV and BPMN business processes
should be defined. After that, transformation rules have to be

introduced as well. Another part of the process is transforma-
tion of BPMN to a specific business process notation. They
should be chosen according to the experience of maintenance
personnel and current software running in a business they are
going to be used on and to ease the implementation. The
meta-model of specific business process notation, as well as
the transformation rules have to be defined.

The process described above, enables the following:
i) the meta-models and transformation rules between

BPMN and specific business process notations may re-
main constant when the business processes defined in
CSV change;

ii) changing the transformation rules independently of
CSV, BPMN or specific business process notation
meta-models;

iii) transformation of business process defined in BPMN
to any specific business process notation, so changing
platforms may be performed keeping old and working
business processes by transforming them to the new
notation.

As we can see, the resulting specific business process no-
tation is ready to implement along the modeling tools and
technologies used in business, even if it is not completely full
because of specifics of different notations.

Still, the resulting notation may be a decent fundament for
further implementations and it minimizes the amount of hu-
man labor for conversion of a table-based business process to
a specific business process notation. A prototype resembling
this transformation will be presented in next chapter.

2. A Prototype of Business Process Transforma-
tion

A prototype of transformation of formal table-based business
process to a standard description business process was releas-
ed by using a plentiful list of literature and the theoretical part
revised above.

2.1. General Process of Transformation

A decision to perform an experiment of transformation of
CSV document to a specific business process notation using
a prototype was made. The specific business process notation
was selected to be a notation based on JBPM JPDL standard
used in author’s workplace. The graphic representation of the
bonds between models and data are shown in Fig. 2.

It is based on M2M transformations which are described
by standard and the oAW plugins of Eclipse [8-9]. The cru-
cial transformation is between CSV Ecore model and the
Ecore model of general BPMN elements used for other stan-
dards. When the requirements of the prototype were known,
open-source Eclipse environment was chosen, supplemented
with standard and oAW plugins:
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Fig. 2. Bonds between models and data used in transformation.

i) EMF/Ecore was used for description and securing of
meta-models;

ii) ATL - a plugin supporting transformation language
enabling creation and execution of transformation
rules [10];

iii) oAW Check - a tool for description of rules of meta-
models defined by Ecore construction, enabling the
confirmation whether a specific meta-model follows
the rules.

The graphical environment of technology is shown in Fig. 3.
At first, the structure of CSV document was analyzed

and Domain Specific Language (DSL) was defined using
the Xtext plugin for Eclipse. The DSL was used to get an
Ecore model, describing the structure of CSV document in
terms of Eclipse EMF framework. Ecore is a meta-model of
EMF framework, supporting saving of models in XMI for-
mat. XMI is a standard for XML Metadata Interchange be-
tween different systems created by OMG.

Because ATL supports M2M transformations between
Ecore models, a requirement of having both models in Ecore
format was made [10].

BPMN Ecore model was defined afterwards. In order to
do that, a standard describing BPMN was analyzed and a set
of usable elements was chosen. This set is a subset of all
possible BPMN notation elements and an Ecore model was
created for it.

Once two Ecore models were obtained, rules of transfor-
mation between CSV Ecore and BPMN Ecore models were
defined using ATL tool. This was an important step of all
conversion process confirming that formal table-based busi-
ness process can be transformed to a BPMN. Afterwards, fi-
nal step - transformation to a specific JBPM JPDL business
process notation took place.

This transformation is required to make sure that the trans-
formations are correct by comparing the result to other busi-
ness processes used in author’s workplace. Such business

process would be used in further programming and imple-
mentation work as well. Afterwards, analysis of the result-
ing process was performed and an Ecore model was created.
Transformation rules had to be defined as well. The final re-
sult of this process is an XMI document describing the JBPM
JPDL business process of author’s workplace. Graphical pro-
cess of transformation is shown in Fig. 4.

A detailed overview on the process of transformation is
shown next.

1. The sample business process is formed as a CSV do-
cument.

2. An ATL transformation is performed on it to get a
document of XMI format corresponding to the CSV
Ecore model.

3. Rules of checking CSV XMI document were formed
by using oAW Check Constraints tool for Ecore mo-
dels.

4. Using this tool, CSV XMI document is statically
checked if the initial document has any errors.

5. Afterwards, the CSV XMI document is transformed
to BPMN XMI document by using ATL transforma-
tion rules.

Fig. 3. Technological environment of prototype
implementation.
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Fig. 4. General transformation process realized in prototype.

The final transformation of BPMN XMI document to
JBPM JPDL business process notation is performed, result-
ing in a XMI document of specific business process notation.
A prototype based on Eclipse plugins was realized. The Eco-
re models and transformation rules used will be presented.

2.2. Ecore Model of CSV Document

A structure of text-based business processes was specified
in order to describe a meta-model of CSV document. For-
mal analyzing of table structure must be done. After analy-
sis of a table structure used for business process notations, a
new, more simple and more convenient structure was created,
which is shown in Fig. 5.

Fig. 5. Metamodel of table-based business process.

The description of fields of formal structure is shown in
Table 1.

Rules of business process description table. The data
presented in a table of the last chapter have to meet these
conditions.

1. Task number field has to be unique for every process.
2. Task name has to be unique in a single process.
3. Task priority has to be between 1 and 5.
4. Every task except last has to have their initial or crea-

tion conditions.
5. Task end condition of the last task should not have any

other tasks.
These are the basic and initial formal table-based business
process rules. The advanced rules that need to be met by
business process descriptions are presented below.

1. If a task is not the first one, its initial conditions have
to be the same as the end condition of a previous task.

2. If there are several beginning tasks in a process, their
initial conditions cannot overlap which means that sev-
eral initial conditions cannot be met by the same set of
data.

3. A process must have at least one first and last task.
4. The same task may not be used in several processes.
5. Initial (beginning) and final conditions may not over-

lap with one task.
As we can see, every rule is for initial or end conditions be-
cause the most of errors are found in these parts. With the
help of successful implementation of verification of these
parts, the time it takes to model these processes may be
reduced significantly.

Table 1. Description of fields of the formal structure.
Table field Description
Task number Unique task number for every process.
Name or number of a process Grouping of tasks to a process.
Task name Unique task name in a process.
Priority Task execution priority, a number between 1 and 5.
Initial/task creation conditions Conditions describing the creation of a task. Comparison of initial attributes with fixed values

in a condition.
Task completion conditions Conditions upon which the current task should be finished and another task created. If there are

no more tasks, the process itself is finished.
Is there another task in queue? (Y/N) Marks whether this is the last task of a process.
Is this task the first one? (Y/N) Marks the first task of a process.
Expression of task assignation to a user. An existing username used to login to system is set as an expression value.
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grammar org.xtext.example.\\
CsvDsl with org.eclipse.xtext.common.\\
Terminals generate csvDsl "CsvDsl"\\
Model :\\
(string+=string)*;\\
string :\\

number_of_Task = ID’;’\\
processName = STRING’;’\\

taskName = STRING’;’\\
contitionOfCreation = STRING’;’\\

ExpressionOfDefinitionTo = STRING’;’\\
runTime = STRING’;’\\
priority = INT’;’\\

finalysingConditions = STRING’;’\\
isTheLastTaskInProcess = (’Yes’|’No’)’;’\\
isTheFirstTaskInProcess = (’Yes’|’No’)’;’\\

Fig. 6. Example of the textual business process DSL.

Fig. 7. Ecore model of text-based business process.

Fig. 8. Ecore model of BPMN elements.

Meta-model of CSV Document. DSL of a business pro-
cess described using Xtext plugin is shown in Fig. 6. Even
complex business processes may be described in such simple
structure. Fig. 7 represents an Ecore model created from
this DSL using Eclipse plugin. This CSV document model
will be used in further M2M transformation process, where
this model will be input (source), and standard description
business process notation will be transformation output (ob-
jective) model.

3. Ecore Model of BPMN Elements Subset

Fig. 8 represents a set of elements and its Ecore model re-
sulted after performing BPMN analysis. BPMN Ecore model
was defined using BPMN standard [11]. This BPMN Ecore
model is used for semantic BPMN. It is obvious that there
should be another model involving depicting of elements
(fonts, font sizes, element colours etc.) in business process
diagrams, because BPMN is a graphical business process no-
tation. A BPMN plugin using Eclipse platform, creates two
documents at once, when creating BPMN business process
diagram. One of them is semantic model, while the other is
a document containing graphical element parameters. Since
graphical positioning of elements is not important, it will be
left aside and only semantic document and its structure will
be analyzed.

3.1. JBPM JPDL Business Process Notation
Ecore Model

The final model transformation result is a JBPM JPDL busi-
ness process notation document, recognizable by Eclipse plu-
gins. Fig. 9 represents Ecore model describing the document
structure for this transformation.

By performing M2M transformation on BPMN Ecore mo-
del, a resulting JBPM JPDL Ecore model with XMI do-
cument format is received and used in further programming
stage for final implementation to current system. Rules of
transformation predicting details of the process have to be
defined. These details consist of representation of an element
from one model to another.

Fig. 9. Ecore model of JBPM JPDL notation elements.
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3.2. Transformation Rules

The Ecore models described earlier do not perform any func-
tions themselves, so transformation rules for transformation
between models have to be defined. The following M2M
transformations were described by using ATL tool and its
Eclipse plugin:

i) from CSV Ecore to BPMN Ecore models;
ii) from BPMN Ecore to JBPM JPDL notation Ecore mo-

dels;

ATL tool enables definition of transformation rules be-
tween a source Ecore model and a objective Ecore model
bonding elements between them. An example transformation
rule for converting a business process name from CSV Ecore
to BPMN Ecore model is shown in Fig. 10.

rule ProcessName {\\
from\\
s : CsvDsl!Line\\
to\\
t : bpmn!BpmnDiagram (\\
title <- s.processName\\

Fig. 10. An example of a transformation rule.

The transformation rules were defined and a JBPM JPDL
business process notation XMI document was received. This
experiment shows that a business process described by a for-
mal structure table may be converted to a business process
notation of standard description type.

Results and Conclusions

Successful achievement of goals and tests of prototype leads
to following statements:

i) formal structure tables may be used instead of standard
business process notations to describe business proc-
esses;

ii) formal structure tables can be transformed to standard
description business process notations;

iii) created prototype enables automation of conversion be-
tween formal table business process and a standard de-
scription business process.

The created solutions and achieved results may be applied
in any business where business processes are not modeled
using standard notations. By applying presented ideas and
structuring initial business process tables to a structured row-
column structure, transformations to a standard business pro-
cess notation may be performed.

The described solution may be improved by expanding
business process table structure, as well as increasing amount
of fields moved from it to a middle BPMN notation, as well
as defining transformation rules for several business process
notations instead of one. That way, business processes could
be transformed to more business process notations, as well as
the sketches received after transformations would be fuller.
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Introduction

Coherent anti-Stokes (AS) Raman scattering (CARS) tech-
nique [1] is popular as a unique macroscopic as well as mic-
roscopic [2] tool in material sciences [3], biology [4], bio-
physics [5], medicinal physics [6], etc. The benefit of CARS
technique could be described as sensitivity to intramolecular
changes and versality due to χ3 behaviour [7]. CARS signal
according to the experimental schema is blue-shifted from la-
ser excitation frequencies – it means that CARS signal could
be easily detected in the presence of strong luminescence [8].

Visualization of the digital data containing spectral de-
pendencies belongs to the one of the most important com-
puter tasks in computational physics. Information graph-
ics software allows to users the fast manipulation in order
to create the suitable visualization form from equipment-
provided data-set. Computer-algebra systems (such as Ma-
ple [9] , MathCad [10] and Matematica[11] ), numerical-
software systems (LabView [12] , MatLAb [13] , SciLAb [14]
) are quite useful for creating the two-dimensional or three-
dimensional space projection containing object-oriented de-
pendencies.

However, sometimes all functional possibilities of men-
tioned packages are not partially or fully required due to spe-
cificity of the task. Reordering and pre-manipulation (includ-
ing sorting, fitting etc.) – such non-trivial operations are pos-
sible using Origin [15] package which, however, requires ma-
ny non-automated operations. Using of Origin tools - works-
heets and data fitting wizards – complicates the fast search of
solution, but is very useful for slowly routine operations only.

This work is devoted to create the novel fast tool for express
estimation of CARS and Raman spectrum content without
necessity to use routine, time-wasting fitting procedure in the
some wizards.

1. Physical behaviour of CARS spectrum

Project CROWN was created as original graphical user-
friendly tool for fast Gauss/Lorenz-shaped decomposi-
tion of CARS spectra S(ω) into Raman components
(CARS2Raman). Adapted formula from Ref. [16] was used
as follows:

S(ωAS) = [IBCG(ωAS) + IR(ωAS) · cosφ]2 (1)

IR and IBCG represent the terms of Raman bands and back-
grounds, respectively. Due to experimental conditions, such
two terms represent different origin (changes of induced
dipole moment for IR(pure nuclear movement) and changes
of nuclear dipole moment in the fast electrostatic field for
IBCG (nuclear movement in the electron environment), re-
spectively). Factor cos(φ), when φ=0 deg or φ=180 deg, re-
presents the increasing or decreasing of intensity S. Angle φ
represents the difference of phases between Raman term and
background term.

Single Raman bands IR could be described using classical
Gauss IG, Lorenz IL or Voight IV dependencies according
to physical model of the task:

IV = x · IG + (1− x) · IL, x ⊂ [0÷ 1] (2)

aCorresponding author, email: Ildar.Galikov@gmail.com
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Fig. 1. CROWN. Setup of package.

For IG and IL dependencies, A0 represents the altitude –
intensity at ω0, and σ represents the halbwidth of band.

IG = A0

σ

√
2
π

exp
(
−2(ω − ω0)2

σ2

)
(3)

IL = 2A0

π

σ

4(ω − ω0)2 + σ2 (4)

2. Structuric scheme of CROWN

CROWN is written using object-oriented programming
(OOP) language well known JAVA [17]. Java programm-
ing language was selected, due to it’s portability between
different operation systems. Different classes of program are
responsible for data storage, calculating, visualization and
Graphical User Interface (GUI). Therefore it creates the pos-
sibility for rapid updating of program.

Fig. 1 shows the principal scheme of the program. Firstly,
input data as two-dimensional distribution is read and visua-
lized. After that, user sets the background values. Next, user
changes half-width or intensity of bands, in order to fit ex-
perimental and theoretically calculated from bands and half-
width CARS spectra. When the purpose is achieved, bands
parameters are writing to file. Used libraries and their de-
scription are shown in Table 1. The most important classes
and sub-classes are shown and described in Table 2.

3. Description of graphical User Interface

Program CROWN is written to give a possibility to do easy,
comfortable and fast CARS spectra decomposition in OPUS

Fig. 2. CROWN: initial dialog for file input/output.

manner [18]. CARS spectrum decomposition proceeds from
opening data file with experimentally calculated values, pre-
sented as X, Y matrix.

Fig. 2 shows file choosing dialog. The same result could
be achieved by pressing “alt+F3” keyboard keys combina-
tion. After reading file, user must select background values,
by pressing mouse at two points. The background is a linear
function that goes through selected two points.

Table 1. List of used JAVA libraries.
GUI objects and their extended options
javax.swing.*
java.awt.*
javax.swing.border.*
javax.swing.JFileChooser
javax.swing.filechooser.FileNameExtensionFilter
javax.swing.event.DocumentListener
javax.swing.event.DocumentEvent
java.awt.event.*
File data management: Input/Output
java.io.BufferedInputStream.*
java.text.DecimalFormat
java.util.Scanner
java.io.File
java.io.FileInputStream
java.io.FileNotFoundException

Table 2. The most important classes and sub-classes.
Class name Sub-class name Description
WindowClass GUI objects creation, response to user interactions

MouseMoved Mouse motion events
MouseClicked Mouse pressed events
JInfoPanel Output of important information to the screen( the right part of the

workspace)
PaintPanel Spectrum data visualization, alongside other painting work.
MenuLoadXY Reading data from file.
SaveAs Writing data to file.

Bands Data of a list of bands, for Raman and CARS spectrums calculation
Spectrum Spectra (CARS, RAMAN, calculated CARS) data.
ChooseDialog Dialog window, for changing bands data(x,y, phase).
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Fig. 3. Selecting of the first point of the background. Red curve
corresponds the input file values.

Fig. 4. Selecting the second point of background.

Fig. 5. After selecting both background points. At the right side
of the workspace is written background equation. The black line
corresponds to the background.

Fig. 6. Blue lines corresponds to the selected bands. Their va-
lues are shown in the information part of the workspace. Pink
curve corresponds to theoretically calculated CARS spectrum.
Black curve corresponds to the Raman spectrum.

Fig. 3÷10 illustrates visualization and fitting processes.
Fig. 3, 4, 5 show the whole background defining process.
Green line shows the place, where the band would be added,
if the left mouse button be pressed. Fig. 6 shows experi-
mental CARS spectra data, selected background and 3 bands.
Bands can be deleted by pressing right mouse button. The
closest to the mouse band (by x coordinate) will be deleted.

Fig. 7. Result after pressing right mouse button on the right side
of all bonds.

Fig. 8. The second band values changing. At the information
part of the workspace , orange colour shows the band values are
going to change.

Fig. 9. results, after setting half-width = 35, and pressing “fast
fit” two times.

Fig. 10. Theoretical and experimentally calculated CARS spect-
rums after fitting.

Fig. 7 shows the result after pressing the right mouse
button on the right side of all bands, presented Fig. 6. There
is a possibility to change x, y and phase of any bond. To do
that, user could either press middle mouse button( this selects
the nearest band) or press the left button directly on the band
(blue line). Fig. 8 shows the dialog window, of changing
values of the middle band.
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Band values could be fitted by pressing “fast fit”, “accurate
fit” buttons or changing halfwidth values. Fig. 9 shows the
results, after setting half-width = 35 and pressing “fast fit”
two times. In purpose to get less difference between experi-
mentally and theoretically calculated CARS spectrums, use
“accurate fit” button. Fig. 10 shows the better fitting, after
adding two more bands and using “accurate fit” algorithm.
Raman spectrum information could be exported by pressing
“alt+F2” key combination, or by selecting the correspond-
ing menu. Fig. 11 shows exported data. The first column
shows X values, the second – Raman spectrum values. Other
columns have values of Raman spectrum components each
component place an accentual row in the Raman spectrum.

4. Fitting algorithm

It is important to understand, that CARS spectra changes,
whenever band’s phase or intensity are changed. The fit-
ting is done, by changing Y values of bands, depending on
difference between experimental and theoretically calculated
CARS spectre values. It would take a huge amount of compu-
ter resources to recalculate CARS and Raman spectrums after
changing any bands value. To solve that problem were creat-
ed two fitting algorithms – fast fitting and accurate fitting.
Algorithms start to work after pressing „do fit“ or „accurate
fit“ buttons.

Fast fitting algorithm. This alhorithm is dedicated to fit
approximately values. By running this algorithm every bands

value changing by 5%, depending on difference of theore-
tically calculated value and value from inputted file at the
bands X value. Theoretical CARS and RAMAN spectrums
recalculated, after changing every bands value. This process
is repeated thirty times.

Accurate fitting algorithm. This algorithm is dedicated
to make theoretically calculated CARS spectrum as much
closer to experimentally obtained spectrum value. It is ob-
vious that bands with higher value have stronger influence on
whole spectrum, so all bands are sorted by their value. CARS
spectra recalculated right after changing any bands Y value.
Therefore each other consequent calculations include correc-
tive from all others. That is why this algorithm is much more
accurate. Beginning from band with highest Y value and fi-
nishing with the lowest, band’s value is changing by 1% and
Raman and CARS spectrums are recalculated. This process
is repeated ten times.

Conclusions

Novel tool was created for express estimation of CARS and
Raman spectrum content without necessity to use routine,
time-wasting fitting procedure in the some wizards.
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Introduction

Power-law dependencies are very large distributed in the
world. Many sets of data studied in economical and natu-
ral sciences can be approximated by the dependence where
probability is inversially proportional to the item rank. Many
factors in economics such as executive pay, income, trading
volume, international trade, wealth, stock market returns, the
size of cities and firms etc are surprisingly distributed accord-
ing to power law with exponent equal to 1.

As an example, power law is well known in linguistics.
Items of large regular texts written in any human language
are distributed not randomly but follow a power law.

George Zipf [1] found that frequency f(r) of item (word)
occurrence in finite corpus is inversely and linearly related to
item rank r(w) – so called Zipf law, see Eq.(1).

f(r) = α

rγ
(1)

Benoit Mandelbrot [2] proposed the generalized expression
of Zipf distribution as a discrete probability distribution – so
called Zipf-Mandelbrot distribution.

f(r) = α

(1 + βr)γ (2)

f(r) = α

β + rγ
(3)

Both distributions contain the adjustable parameters α, β, γ
which are item content-dependent. In particular case for ran-
ked frequency f(r) of item occurrence in finite English cor-
pus, Zipf distribution parameters are following: α≈0.1, γ≈1
(Eq.(1)). Fig.1 represents idealized single-linear Zipf depen-
dence in log-log scale.

In theory of statistics, the Yule–Simon distribution is a
discrete probability distribution.

f(r) = α.βr

rγ
(4)

Eq.(4) represents the limiting distribution of a particular sto-
chastic processes which was studied by Udny Yule as a dis-
tribution of biological objects. Herbert A. Simon [3] rationa-
lized mentioned compound distribution where the parameter
of a geometric distribution was treated as a exponential func-
tion.

Exponential function – see Eq.(5) – is useful for compar-
ative analysis when function growth (decay) rate is propor-
tional to the function argument. In many cases exponential
model could be treated as the fundamental due to relations to
the Gauss normal distribution.

f(r) = α

exp(γr) (5)

For multi-level complex system, second generalization of
Zipf law was realized as well-known Menzerath-Altmann
equation [4] – see Eq.(6).

Fig. 1. Frequency dependence on rank. Idealized single-linear
Zipf distribution in log-log scale - see Eq.(1), γ=const.

aCorresponding author, email: arturas@kolegija.lt

Innovative Infotechnologies for Science, Business and Education, ISSN 2029-1035 – Vol. 2(11) 2011 – Pp. 27-35.



Einikis et al. Zipf law - economics - 1. 28

Fig. 2. Frequency dependence on rank. Idealized single-linear Zipf distribution, Eq. (1), α=1, γ=1. column bar, red.
Pareto chart, blue. 20% of products gives 80% of profits (Pareto rule).

f(r) = α.rβ

exp(γr) (6)

Gibrat law claims that size of firm and its growth rate are
independent [5]. Vilfredo Pareto observed in 1906 that 80%
of the land in Italy was owned by 20% of the population. The
Pareto principle (also known as the principle of factor spar-
sity, so-called factor scattering or 80/20 rule) states that, for
many events, roughly 80% of the effects come from 20% of
the causes.

f(r) =
[

r

rmin

]−γ

(7)

Fig. 2 represents Zipf distribution (column bars represent
the ranked frequencies - individual values in descending or-
der) and Pareto chart (line graph represents cumulative total
index). The purpose of Pareto chart is to highlight the most
important amount of ranked factors. In many cases, 80% of
content could be titled as significant. Pareto chart belongs to
the famous tools of quality control.

Gutenberg–Richter law [6] expresses the relationship be-
tween the magnitude M and total number of earthquakes N
in any given region and time period.

log10 N = α− β.M (8)

Eq.(8) was derived originally in seismology from empirical
data. Modern attempts in explanation are grounded on self-
organized criticality.

Hill estimator [7] is a popular method for estimating the
thickness of heavy tails. Approximation of the distributional
tail must be provided with a power function. In practice it is
often true equation Eq.(9) for x>0:

P (X > x) ≈ Cx−γ (9)

Then the idea is to estimate the parameters C > 0 and γ> 0
by a conditional maximum likelihood estimate based on the
r+1 (0<r<N ) largest order statistics, which represent only
the portion of the tail for which the power law approximation
holds.

Usage of Hill estimator in some cases is sophisticated but
sometimes it is necessary due to so called robustness of de-
pendencies. Since it only depends on the shape of the pro-
bability tails, it can be applied in situations where the form
of the distribution is unknown. This is typically the case in
applications to finance, where heavy tails are common.

Zipf law in economics is well-known by modeling the ran-
ked firm size distribution, income-wealth distribution, city
size distribution etc. Power law distribution of such type
(so called zipfian) through parametrization are related to the
Pareto distribution. This review is devoted to analysis of
application of scaling law in economics. Six themes of big
importance are observed here:

1) company size and bankruptcy;
2) wealth distribution;
3) resourses and investment strategy;
4) trading / stock market models;
5) city creation mechanism;
6) driving forces for city expanding.

1. Company size and bankruptcy

Economic prosperity is determined by the activity of the
firms. Firms, stock companies, corporates etc are establish-
ed to achieve certain economic goals for a certain period of
time. Creation, growth, prosperity, stagnation, and bankrup-
tcy - these states of company describes the natural way of
development, which influences the macro-economic indica-
tors. Although firm growth and bankruptcy are stochastic
processes, they could be forecasted by analysing dynamical
tendencies in certain economic area.

Ausloos et al. [8] state that many problems in economy and
finance is possible to solve using methods of statistical physi-
cists. Presence of financial cycles and existence of power-law
correlations in economic systems allow to use digitalized me-
thods such as fluctuation analysis, multi-component analysis
etc. The well-known financial analyst technique, moving av-
erage, is shown to raise questions about fractional brownian
motion properties. Also Zipf method is useful for sorting out
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short range correlations.
Wright [9] represent the self-organized dynamic model of

the social relations between workers and capitalists. Sev-
eral empirical distributions were used: power-law firm size
distribution, the Laplace firm and GDP growth distribution,
the lognormal firm demises distribution, the exponential re-
cession duration distribution, the lognormal–Pareto income
distribution, and the gamma-like firm rate-of-profit distribu-
tion. In the framework of model, these distributions are in-
terconnected in order to generate the business cycle pheno-
mena. The generation of an approximately lognormal–Pareto
income distribution and an exponential–Pareto wealth distri-
bution demonstrates that the power-law regime of the inco-
me distribution can be explained by an additive process on
a power-law network that models the social relation between
employers and employees organised in firms, rather than a
multiplicative process that models returns to investment in
financial markets.

Europe and USA. Firm growth could be modeled as clus-
tering process. Clustering of large number objects was pro-
vided by means of Zipf and Yule distributions [10]. Gibrat
rule of proportionate growth claims that size of firm and its
growth rate are independent. In many cases, Girbat law con-
tains empiric error due to stochastic grown process [11].

Galeo et al. [12] analyse very large amount of data contai-
ning G7 group’s firms over the period 1987÷2000 in several
business cycle phases. Power law distributions are satisfied
in all cases, but differences between parameters related to the
recession and expansion processes are significant (the expo-
nent γ→1, i.e., the resulting size distribution generally is not
zipfian).

Axtell [13] analyses the distribution of USA firm sizes at
historical perspective. Zipf distribution at lognormal scale
takes place. Wyart et al. [14] studied Sutton ‘microcanoni-
cal’ model for the internal organization of firms as an alter-
native model based on power-law distribution. In that case,
growth rates are asymptotically gaussian, whereas empirical
results suggest that the kurtosis of the distribution increases
with size.

Amaral et al. [15] analyse the Compustat data base comp-
rising all publicly-traded United States manufacturing firms
within the years 1974-1993. Amaral concludes the distribu-
tion of the logarithm of the growth rates, for a fixed growth
period of one year, and for companies with approximately the
same size, displays an exponential form.

Asia. Taking into account the parameter expressing the si-
ze of firm, power law expressions allow to receive the corre-
lated distributions involving both processes: destruction and
creation [16-17]. Some kinematical relationships between Pa-
reto–Zipf and Gibrat laws are presented by Fujiwara [18]. Fu-
jiwara et al. [16] analyse large number of European firms
using power-law dependencies. Upper-tail of the distribution
of firm size can be fitted with Zipf dependence, and that in
this region the growth rate of each firm is independent of the

firm’s size. This sentence satisfied the Gibrat law.
Zhang et al. [19] analyse the data of top 500 Chinese firms

from the year 2002 to 2007. Dependence of firm size on rank
is presented according to Zipf law (exponent γ=1 for each
year). Phenomenon explanation of it based on a simple eco-
nomic model which takes capital accumulation into account.

Gupta et al. [20] studied the statistical distribution of firm
size for USA publicly traded firms through the Zipf plot tech-
nique. Sale size is used to measure firm size. The log-normal
distribution has to be gradually truncated after a certain cri-
tical value for USA firms. Therefore, the original hypothesis
of proportional effect proposed by Gibrat is valid with some
modification for very large firms.

Bankruptcy. Byoung Hee Hong et al. [21] studied the
scaling behaviours for fluctuations of the number of Korean
firms bankrupted in 2002-2003. Power law distribution of
the number of the bankrupted firms takes place and Pareto
exponent is close to unity.

Fujiwara [17] studied the data of Japanese bankruptcy in
1997. Zipf law dependencies could be estimated for the dis-
tribution of total liabilities of bankrupted firms in high debt
range. The life-time of these bankrupted firms has exponen-
tial distribution in correlation with entry rate of new firms.
Debt and size are highly correlated, so the Zipf law holds
consistently with that for size distribution.

2. Wealth distribution

Souma [22] reported empirical studies on the personal inco-
me distribution, where two models were used: lognormal and
power law. Pareto and Gibrat indexes were used as an unver-
sal factors in order to estimate the temporal changes.

Europe and USA. Pareto distribution was devoted to de-
scribe the allocation of the wealth among individuals. In any
society at any times the larger portion of the wealth (80% by
Pareto [23], 70% by Gide [24]) is owned by a smaller percen-
tage of the people (20% Pareto, 30% by Gide).

Hegyi [25] analyses the distribution of wealth in the me-
dieval Hungarian aristocratic society. Wealth distribution
was find according to power-law nature. Using no-trade li-
mit of wealth-distribution model, Pareto law validity was
confirmed for feudal society. Obtained Pareto exponent
γ∈[0.92÷0.95] is closed to 1.

Iglesias et al. [26] analyse the emergence of Pareto weal-
th power-law distribution. Models including the risk factor
were proposed and tested. For constant risk aversion the sys-
tem self-organizes in a distribution that goes to a Gaussian.
Surprisingly, it was established that random risk aversion can
produce distributions going from exponential to log-normal
and power-law. Correlations between wealth and risk aver-
sion was found.

Parameterization using temperature model occurs by sol-
ving unregular tasks of large scale wealth distribution. Dra-
gulescu et al. [27] analyse the data on wealth and income
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distributions in the United Kingdom, as well as in several
states of the USA. Great majority of population is described
by an exponential distribution, and the high-end tail follows a
power law. New empirical parameter – temperature (as ana-
logy in physics) was introduced in order to characterize “the
kinetic energy” of society.

Hernandez-Perez et al. [28] analyse company size distribu-
tion for developing countries using the framework proposed
by Ramsden et al. [29]. Not adequate living conditions not al-
low to compare the usual makroeconomic parameters such as
Zipf exponent etc. Hypothesis of additional parameter which
plays a role analogous to the temperature of the economy oc-
curs after decision that the level of economic development
must be estimated in usual power-law dependencies.

Ausubel [30] analyses the myth Living like America from
the economic perspectives. He claims from historical point
of view that incomes vary for the very simple reason: income
crowns the successful completion of a series of multiplicative
tasks, causing a skewed distribution. As incomes rise, how-
ever, economic, social, and environmental requirements and
capacities grow.

Trigaux [31] describes the main principles for tasks of
econophysics and economy simulations. Ground idea could
be formulated as follow: the repartition of wealth in every
economic system always occur in Pareto law. As this inegali-
tarian repartition is a cause of many problems in the world, it
would be interesting to find a remedy. Econophysics studies
always start from the hypothesis as what economy systems
are formed only of agents perfectly egocentric, each seeking
only to gather the maximum of wealth for himself. Trigaux
formulated two questions:

i) should the Pareto law come only of this limiting hypo-
thesis (the maximum of wealth for himself)?

ii) should the Pareto law come in case if agents had other
types of behaviours, for instance altruistic?

In order to simulate the proposed situation, two behaviours
(altruism and egocentrism) were parameterized. Really much
more egalitarian repartition appears, even with a relatively
low rate of altruism (15%). More so, this egalitarian repar-
tition occurs according to a Gauss law which is completely
different law from that of Pareto.

Asia. Okuyama et al. [32] analysed the distribution func-
tions of annual income of companies. Power-law distribu-
tion (according to Zipf law) was confirmed. Aoyama [33]
analysed personal income, company’s income, and various
measures of company size. Some relationships under the Pa-
reto–Zipf law and Gibrat law of detailed balance were estab-
lished as a basis for perturbative treatment of the economic
change.

Isikawa et al. [34] analyse the database of high income
companies in Japan. Quantitative relation between the aver-
age capital of the companies and the Pareto index was find.
Quantitative relation between the lower bound of capital and
the typical scale at which Pareto law breaks was established.

Theoretical study of the changes in poverty with respect
to the ‘global’ mean and variance of the income distribution
using Indian survey data was done by Chattopadhyay et al.
[35]. Authors claim that Pareto poverty function satisfies all
standard axioms of a poverty index presented by Kakwani
[36] and Sen [37]:

i) monotonicity axiom: given other things, a reduction in
income of a person below the poverty line must increase
the poverty measure;

ii) transfer axiom: given other things, a pure transfer of in-
come from a person below the poverty line to anyone
who is richer must increase the poverty measure.

Evolutionary games represent an important factor in simu-
lating of economic environment. Mao-Bin Hu et al. [38]
proposed full-time study of wealth distribution with agents
playing evolutionary games on a scale-free social network.
Pareto power-law distribution is satisfied for agent’s person-
al wealth prediction. Phenomenon of accumulated advantage
(so called Matthew effect, the rich get richer and the poor get
poorer) was validated also by analysing the agent’s personal
wealth correlation to its number of contacts (connectivity).

3. Resourses and investment strategy

Naldi [39] studied the relationships between Zipf law and
the major concentration indices. Standard model where the
firms’ size are related to the financial investment amounts was
used. It was established that Hirschman–Herfindahl index
[40] is the most sensitive index in contexts where Zipf law
applies. Applications of Zipf law could play an estimating
role many very sensitive marked indicators.

Ausloos et al. [41] describe strategy how to apply the Zipf
method to extract the γ-exponent for seven financial indi-
ces (DAX, FTSE, DJIA, NASDAQ, S&P500, Hang-Seng and
Nikkei 225). Ausloos et al. [42] studied short-range time cor-
relations in financial signals by means of Zipf method and the
i-variability diagrams (VD). A precise Zipf diagram analysis
has been shown to lead to a non-immediate information on
the signal behaviour, even taking into account error bars.

Alegria et al. [43] probed to relate the parameters of
Pareto-type distribution of bank sizes to the specific bank in-
dexes such as Herfindahl–Hirschman index and the top 5%-
concentration ratio. Effect of changes in Zipf exponent γ
correlates to sample size. Wilhelm et al. [44] analyse an ele-
mentary stochastic model representing the system with finite
resources where power-laws distribution takes place. This
model extends the scale-free network model (SF) to include
the fact of finite resources.

Saif et al. [45] investigate the problem of wealth distribu-
tion from the viewpoint of asset exchange. The simple asset
exchange models (grounded on Pareto law) fail to reproduce
trading strategies. Two models were used for successful si-
mulation of trade:
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i) Yardsale (YS) purpose model; and
ii) theft and fraud (TF) model.

Power-law tail in wealth distribution was observed in case if
the agents are allowing to follow either of the mentioned
models with some probability.

4. Trading / stock market models

The most important task is to create the dynamic market mo-
del which could predict the trade type and day-to-day fluc-
tuations. Balakrishnan et al. [46] studied and modeled the
distribution of daily stock trading using the power law. New
phenomenon was established that the trading is becoming in-
creasingly concentrated in a subset of stocks. The power law
exponent systematically increases with time suggesting. Tun-
cay et al. [47] analyse the daily financial volume of trans-
action on the New York Stock Exchange and its day-to-day
fluctuations. Gaussian distribution for longer time intervals,
like months instead of days takes place. Otherwise, power-
law tails could be attracted to long-term trends. Uncondi-
tional volatility distribution [48] of the Italian futures mar-
ket were studied by Reno et al. Transactions in period of
2000 and 2001 (including event of dramatic 11 September
2001) were characterized by unusually high volatility levels.
Results show that the standard assumption of lognormal un-
conditional volatility has to be rejected for such a turbulent
sample, since it is unable to capture the tail behaviour of the
distribution.

Gabaix et al. [49] presented a theory of excess stock mar-
ket volatility. Market movements are due to trades by very
large institutional investors in relatively illiquid markets. Po-
wer law distribution can be presented for resuming evaluation
of trade, but optimal trading behaviours are stochastically-
dependent.

Ideal-gas-like-models. Chatterjee et al. [50] reviewed big
number of market models differing by shape of the distribu-
tion of wealth. Several paradigms from physics such as ideal-
gas-like models of markets are observed across varied econo-
mies. Presented realistic model where the saving factor can
vary over time (annealed savings) is yielding the Pareto distri-
bution of wealth in certain cases. Numerical simulation pre-
sented in Ref. [51] describes the ideal-gas model of trading
markets, where each agent is identified with a gas molecule
and each trading as an elastic or money-conserving two-body
collision. Unlike in the ideal gas, quenching/ saving proper-
ties are included. Model is showing self-organized criticality,
and combines two distributions: Gibbs and Pareto.

Bhattacharyya et al. [52] obtained common mode of ori-
gin for the power laws:

i) the Pareto law was used for the distribution of money
among the agents with random-saving propensities in
an ideal gas-like market model; and

ii) the Gutenberg–Richter law for the distribution of over-
laps in a fractal-overlap model for earthquakes.

Lotka–Volterra formalism. Market stability was stu-
died using the generalized Lotka–Volterra (LV) formalism by
Louzoun et al. [53]. LV equations are non-linear differential
equations, pair of first-order, frequently used to describe the
time-dependent dynamics of biological systems in which two
species interact, one as a predator (y) and the other as prey
(x):

dx
dt = αx− βxy (10)

dy
dt = δxy − γy (11)

Parameters α, β, γ and δ describe the interaction of the
two species. First derivatives of x and y represent the
growth/decreasing rates of the mentioned populations over
time.

Power law distributions in the individual wealth (accord-
ing to Pareto law) and financial markets returns (fluctuations)
show auto-catalytic or multiplicative random character of the
capital dynamics. Exponent of the power laws turns out to be
independent on the time variations of the average. This ex-
plains also the stability over the past century of experimental-
ly measured Pareto exponent. Strong feedback signalizes the
danger of the market stability.

Solomon et al. [54] adapted generalized LV model with
mutiagent systems in order to investigate economic systems.
Weak generic assumptions on capital dynamics were realized
in model of predictions for the distribution of social weal-
th. In ‘fair’ market, the wealth distribution among individual
investors fulfils a power law.

Simulations and games. Chebotarev [55] propose the
study of a hierarchical income model for asymmetrical trans-
actions: directions of money movement and commodity
movement are opposite. The price-invariance of transactions
means that the probability of a pairwise interaction is a func-
tion of the ratio of incomes, which is independent of the price
scale or absolute income level. The income distribution is a
well-defined double-Pareto function, which possesses Pareto
tails for the upper and lower incomes. The Pareto exponents
are also stable with respect to the choice of a demand function
within two classes of status-dependent behaviour of agents.

Mohanty [56] presented an economy model by taking N
independent agents who gain from the market with a rate
which depends on their current gain. Power-law distributions
take place. Kuscsik et al. [57] studied the model of environ-
mental–economic interactions. The interacting heterogeneo-
us agents are simulated on the platform of the emission dyna-
mics of cellular automaton. Steady-state and non-equilibrium
properties were established in such type simulation. Rela-
tionship to Zipf law and models of self-organized criticality
were discussed.

Yanagita et al. [58] studied a simple model of market share
dynamics with rational consumers and firms interacting with
each other. Simulation results show that three phases of mar-
ket structure appear depending upon how rational consumers
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are. Three phases could be titled as the uniform share phase,
the oligopolistic phase, and the monopolistic phase.

In an oligopolistic phase, the market share distribution of
firms follows Zipf law and the growth-rate distribution of
firms follows Gibrat law. An oligopolistic phase is the best
state of market in terms of consumers’ utility but brings the
minimum profit to the firms because of severe competition
based on the moderate rationality of consumers.

5. City creation mechanism

City growth phenomenon is well known from the Antic time
as the parameter of civilization development. Growth is sti-
mulated by the human activity in case if the resources are in
enough amounts. City growth process could be described ac-
cording to the power-law dependence as was checked in the
middle of XX century. Formulated as an universally law, city
size distribution was related to the power function. So call-
ed Zipf law for cities (exponent γ=1) was treated as the quit
enough power law realization.

f(r) = α

r1 (12)

Nitsch [59] provides very large study of the empirical litera-
ture on Zipf law for cities including 515 estimates from 29
studies. Surprisingly, Zipf exponents are significantly larger
than 1.0. This finding implies that cities are on average more
evenly distributed than suggested by Zipf law.

Marsili et al. [60] presented a general approach to explain
the Zipf law of city distribution. Benguigui et al. [61] pre-
sented an application of a growth model for a system of ci-
ties (computer model simulation). Model includes a random
multiplicative process for the growth of individual entities
and for the creation of new ones. Expression with a positive
exponent -“shape exponent” and additional three parameters
was used in order to describe the dynamics of the systems’
size distributions through time. Quit good agreement at the
macro level between the model and the real data takes place.

Pareto distribution allows to make the very strong city si-
ze estimation in many countries. Soo [62] solved the task
of empirical validity of Zipf law for cities, using data on
73 countries. Two estimation methods - OLS (ordinary least
squares) and the Hill estimator – were used. The OLS estima-
tes of the Pareto exponent are roughly normally distributed,
but those of the Hill estimator are bimodal. Variations in the
value of the Pareto exponent are better explained by political
economy variables than by economic geography variables.
Cordoba [63] derived the conditions in the framework of Pa-
reto model. Presented rules must satisfy the standard urban
model:

i) a balanced growth path; and
ii) a Pareto distribution for the underlying source of ran-

domness.
Gabaix [64] presented review surveys of well-documented

empirical power law regarding income, wealth, the size of

cities etc. Random growth, condition optimization must be
treated as the adjustable parameters. Some empirical regula-
rities currently lack an appropriate explanation. Gabaix also
describes the open areas for future research.

City size represent a geometrical distribution of urbanized
areas. Benguigui et al. [65] presented the growth model for
a system of cities which is grounded by not only Zipf law
but also other kinds of city size distributions. Power-law like
function with exponent γ (for Zipf law γ=1) was introduced.
Three classes of city size distributions depending on the va-
lue of γ were defined: i) γ>1; ii) γ<1; iii) γ=1. The model
is based on a random growth of the city population together
with the variation of the number of cities in the system. It
was concluded that the exponent γ may be larger, smaller or
equal to 1, just like in real systems of cities, depending on the
rate of creation of new cities and the time elapsed during the
growth. It is necessary to point out that the influence of the
time on the type of the geometric distribution must be treated
as significance.

Carvalho et al. [66] studied the distribution of the length of
open space linear segments, derived from maps of 36 cities
in 14 different countries. By scaling the Zipf plot of l, two
master curves for a sample of cities, which are not a function
of city size, were obtained. It means that third class of ci-
ties is obtained, and this class is out of classification order.
According to Zipf plot, this distribution is realized in region
of power-law tails with exponent γ=2. Small correlation be-
tween real data and the possibility of observing and modeling
urban geometric structures was suggested. Volchenkov et al.
[67] studied the distribution of open space in city. The area of
open space which are related to the other spaces is distributed
according to the power-law statistic. Observed universality
may help to establish the international definition of a city as
a specific land use pattern.

Stochastic model of city growth represent a behaviour of
cluster formation type where time-dependent processes oc-
curs. Zanette et al. [68] proposed stochastic model for go-
vern city formation. The model predicts a power-law popu-
lation distribution whose exponent is in excellent agreement
with the universal exponent observed in real human demo-
graphy. Zanette suggested that urban development at large
scales could be driven by intermittency processes. Duranton
[69] presented canonical model of endogenous growth with
product proliferation into a simple urban framework (which
yields Zipf law for cities). The stochastic outcomes of purpo-
seful innovation and local spillovers can thus serve as foun-
dations for random growth models.

6. Driving forces for city expanding

Mansury et al. [70] presented a spatial agent-based model to
generate a system of cities that exhibits the statistical proper-
ties of the Zipf Law. Two main factors could be estimated
as of most important significance: bounded rationality and
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maximum heterogeneity of agents. Combination of such two
factors can produce a generic power law relationship in the
size distribution of cities, but does not always generate the
dependency according to Zipf law. Zipf law breaks down
unless the extent of agglomeration economies overwhelms
the negative disagglomerating forces. Decker [71] probed to
solve the city growth task when largest cities comprise the
long tail of the distribution. In order to explore generating
processes, simple model was used. Model incorporates only
two basic human dynamics: migration and reproduction.

Semboloni et al. [72] presented the model for the distri-
bution of individuals in cities. The number of individuals is
fixed and the dynamic depends on migration from one city
to another. Two strategies were used for modeling purposes:
utilisation of resources for production and selling of products
to people. The most important statements can be formulated
as follows.

1. Because resources are uniformly distributed and shared
among individuals, the first strategy pushes individuals
in small cities - unification.

2. In turn, because selling depends on the quantity of in-
dividuals are living in a city, the second strategy pushes
individuals in big cities - diversification.

Random application of unification and diversification strate-
gies results in power-law distribution of cities.

Europe. Sarabia et al. [73] introduced the Pareto-positive
stable distribution as a new model for describing city size
data in a country. The mentioned distribution provides a flex-
ible model for fitting the entire range of a set of city size data.
The classical Pareto and Zipf distributions are included as a
particular case. City size data for Spain for several different
years was considered. The new distribution is compared with
three classical models: Pareto, lognormal and Tsallis distri-
butions.

Asia. Anderson et al. [74] analyse city size distribution in
China using two behaviours: i) the relative growth of cities
and ii) the nature of the city size distribution. This analysis
was provided in the framework of political conditions such as
Economic Reforms and the One Child Policy since 1979. It
was established as a reason for the significant structural chan-
ges in the Chinese urban system. The city size distribution
remains stable before the reforms but exhibits a convergent
growth pattern in the post-reform period. It was concluded
that log-normal rather than Pareto specification turns out to
be the preferred distribution.

Gangopadhyay et al. [75] studied the size distributions

of urban agglomerations for India and China. Authors have
estimated the scaling exponent for Zipf law with the In-
dian data (1981-2001) and Chinese data (1990-2000). Para-
meters of Pareto and Tsallis q-exponential distribution have
been estimated: for India, γ∈[1.88÷2.06] and for China,
γ∈[1.82÷2.29].

Chen [76] examined the relation between the feature of in-
creasing returns in the dynamic growth process and the pro-
perty of power law in the static limiting distribution. Fractal-
like structures used in this model implies both the power law
and rank size rule. Power law or Zipf law are valid for the
distributions of city size. Gibrat law proposes general and
neat interpretations for this regularity in a city distribution,
but the homogeneity assumption in Gibrat law shows a dis-
regard of the agglomeration effect that is essential in econo-
mic interpretation. Path-dependent nonlinear Polya processes
were appended to analyse the relation between the feature of
agglomeration in the path-dependent processes and rank-size
relations in the limiting distributions. Author conclude that
the assumption of agglomeration economies must be signi-
ficant. It allows to state that the agglomeration benefits in-
crease without a ceiling as the residents are added to the city.

South America. Moura et al. [77] studied the application
of Zipf law for cities distribution in Brazil. The results show
that the population distribution in Brazilian cities does fol-
low a power-law similar to the ones found in other countries.
Values of the power-law exponent were found to be about
[2.2÷2.3]. More accurate results were obtained with the
maximum likelihood estimator, showing an exponent equal
to 2.41 for 1970 and 2.36 for 2003÷2006.

Conclusions
1. Power function dependence in Zipf law realization al-

lows to conclude that popular regularities in economics
(zipfian and also logarithmic) can have the common sto-
chastic origin.

2. Zipfian behaviour is encountered also in chaotic dyna-
mical systems with multiple agents (attractors). Devia-
tions from linear dependencies in log-log scale allows
to state the presence of perturbations.

3. Time-dependent or parameter-dependent exponent dy-
namics (from Zipf-Mandelbrot and Yule dependencies)
allow to model and to estimate the survivor of economic
system (self-organised criticality).

4. Cities are on average more evenly distributed than su-
ggested by Zipf law.
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