
INNOVATIVE INFOTECHNOLOGIES
FOR SCIENCE, BUSINESS AND EDUCATION

Vol. 2(9) 2010



INNOVATIVE INFOTECHNOLOGIES
FOR SCIENCE, BUSINESS AND EDUCATION

CONTENTS
IITSBE, Vol. 2(9) 2010

Section: IT - applied solutions

3-10 PREDICTION OF ELECTROMAGNETIC WAVE
ATTENUATION DUE TO WATER IN
ATMOSPHERE. 1. ATTENUATION DUE TO RAIN

Milda Tamošiūnaitė, Milda Tamošiūnienė, Alytis
Gruodis, Stasys Tamošiūnas

11-16 SORRISO: QUANTUM CHEMISTRY TOOL FOR
VISUALIZATION OF ELECTRON TRANSFER
PROCESSES

Ildar Galikov, Alytis Gruodis

17-22 SPATIAL SELF-ARRANGEMENT OF EXPANDING
STRUCTURES. 1. OVERVIEW OF ASSESSMENT
CONCEPTS

Jelena Nesterova

23-29 SPATIAL SELF-ARRANGEMENT OF EXPANDING
STRUCTURES. 2. STRUCTURE MODEL
CONSTRUCTION

Jelena Nesterova

30-36 SPATIAL SELF-ARRANGEMENT OF EXPANDING
STRUCTURES. 3. NOVEL MODELING ROUTINE

Jelena Nesterova

2



Tamošiūnaitė et al. Prediction of EW attenuation due to rain. 3

Prediction of electromagnetic wave attenuation
due to water in atmosphere. 1. Attenuation due to rain  

 
Milda Tamošiūnaitė1,2, Milda Tamošiūnienė3, Alytis Gruodis1, Stasys Tamošiūnas1,2 a

1 Faculty of Physics, Vilnius University, Saulėtekio 9, korp. 3, Vilnius, Lithuania
2 Institute of Applied Research, Saulėtekio 9, korp. 3, Vilnius, Lithuania

3 Semiconductor Physics Institute, Center for Physical Sciences and Technology,
A.Goštauto 11, Vilnius, Lithuania  

 
Received 27 September 2010, accepted 27 October 2010  

 
Abstract. The prediction of the electromagnetic wave (EW) power losses is a very important step in the
design of radio systems. It is epecially important for high operating frequencies. Accurate prediction
of losses can ensure a reliability of the radio system, decrease in equipment cost, and maybe the system
can become less injurious to health of people. Rainfall is one of the factors causing the attenuation of
the electromagnetic waves while they are propagating through the atmosphere. In this paper, difficulties
in prediction of electromagnetic waves attenuation due to rain are analyzed. According to the climatic
peculiarities of Lithuania, appropriate model for calculation of electromagnetic waves attenuation due to
rain (rain attenuation) was chosen. Applying this model a large quantity of precipitation data was computed
and the specific rain attenuation considering the peculiarities of localities of Lithuania was determined.

Citations: Milda Tamošiūnaitė, Milda Tamošiūnienė, Alytis Gruodis, Stasys Tamošiūnas. Prediction of
electromagnetic wave attenuation due to water in atmosphere. 1. Attenuation due to rain – Innovative
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Introduction

In a design of the radio links the most desirable operating
electromagnetic wave (EW) frequencies are below 10 GHz.
The reasons causing such demand are listed in the Ref. [1]:
“Galactic noise and man – made noise are minimum; atmos-
pheric absorption and rainfall loss may generally be neglect-
ed; finally, there is a mature technology with competitive
pricing of equipment”.

However, the frequency–band below 10 GHz is congested
in most of the countries. In addition, the use of high frequen-
cy provides larger bandwidth, narrower beam width, good
resolution and smaller component size [2]. Therefore, the
operating frequencies of 10 GHz and above are often used
in the design of the radio systems. However, in the cases of
higher frequencies, the losses of energy of the electromagnet-
ic waves (EW) propagating through the atmosphere are more
noticeable.

One of the reasons is attenuation due to hydrometeors [1].
Hydrometeors are any particles of water or ice that have
formed in the atmosphere or at the Earth’s surface as a re-
sult of condensation or sublimation. With increasing the EW
frequency, the influence of the attenuation due to hydrome-
teors increases. Water or ice particles blown from the ground
into the atmosphere are also classified as some sort of hyd-
rometeors. Some well-known hydrometeors are clouds, fog,

rain, snow, hail, dew, rime, glaze, blowing snow, and blowing
spray [3].

In the Ref. [4], it is noted that hydrometeors may be clas-
sified in a number of different ways, the following one is an
example of one of them:

1) liquid or solid water particles formed and remaining
suspended in the air (damp (high relative humidity)
haze, cloud, fog, ice fog, and mist);

2) liquid precipitation (drizzle and rain);
3) freezing precipitation (freezing drizzle and freezing

rain);
4) solid (frozen) precipitation (snow, hail, ice pellets,

snow pellets (soft hail, graupel), snow grains, and ice
crystals);

5) falling particles that evaporate before reaching the
ground (virga);

6) liquid or solid water particles lifted by the wind from
the earth’s surface (drifting snow, blowing snow, and
blowing spray) [4].

The principal interactions between electromagnetic radia-
tion and hydrometeors are scattering and absorption by the
individual particles. Rainfall is one of the hydrometeors
affecting electromagnetic waves path loss.

This work is devoted: i) to analyze the Lithuanian climate
conditions; and ii) to determine the distribution of specific
rain attenuation.

aCorresponding author, email: stasys.tamosiunas@ff.vu.lt
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1. EW attenuation due to water
Water is in the atmosphere even during bright days. If we
would pour on the Earth surface all the atmospheric water
vapors, drops, and ice crystals, the layer as thick as 10 m
would be formed around the all Earth [5].

Water of all three states can be found naturally in the at-
mosphere: the liquid (rain, fog, and clouds), the solid (snow-
flakes, ice crystals), and gas (water vapor). Attenuation due
to water in the atmosphere varies with the density of the rain-
fall cell or cloud and the size of the rainfall drops or water
particles such as fog or mist [1]. Hence, the atmosphere is
not homogeneous. The raindrop is an obstacle in the link of
the electromagnetic wave (EW). Water is a lossy dielectric
medium. The dielectric properties of a raindrop differ from
ones of the surrounding medium.

A part of an electromagnetic wave energy is absorbed and
a part is scattered when the electromagnetic wave passes
over the raindrops. The absorbed energy heats the absorbing
raindrop. The molecules of water are polarized, because the
centers of charges in the molecules of water are not in one
line. Those molecules rotate in such way that positive part
of one molecule would be as near as possible to the nega-
tive part of another molecule. Therefore, the molecules are
rotating, hammering one on another and heating. The wa-
ter molecule also rotates when a negative charge is brought
near to it. Electromagnetic waves consist of electric force
fields. As time goes on they vary and force water molecules
to rotate subsequently [6]. The energy, which is scattered, is
quasi–isotropic and relates to the wavelength of the incident
wave [1].

The attenuation due to absorption is larger than attenuation
due to scatter for wavelengths that are small compared with
the drop size; for wavelengths that are long compared to drop
size, the attenuation due to scatter is larger than attenuation
due to absorption [7]. Scattering is most significant when the
wavelength of the electromagnetic radiation is comparable to
the dimension of the scattering particles (the diameters of the
raindrops typically varied in the range 0.2÷6 mm) [8]. The
absorption and scattering by raindrops depends on the size,
shape and complex dielectric constant of the drops, and also
on polarization and wavelength of the electromagnetic wave.
Rain is highly non-uniform and this fact complicates the de-
termination of rain attenuation of electromagnetic waves. It
exhibits considerable variation in number density, size and
shape. For any given rainfall rate, there is no unique distribu-
tion of drop sizes, and it varies in time and space.

The density of the water depends on its temperature. Water
is the densest at temperatures up to +4oC. The water relative
dielectric constant is high in the contrast to the one of the sur-
rounding air. The dielectric constant and the refractive index
of the water depend on the temperature and on the operating
frequency of the radio system. The specific heat of the wa-
ter is high. Therefore, the water absorbs a large amount of
warmth, while warms itself.

The dielectric constant of water also depends on the tem-
perature. Therefore, the liquid water and ice are attenuating
the electromagnetic waves in different degree. For exam-
ple, one can ignore the microwave attenuation due to the dry
snow, but the attenuation due to the rainfall or due to wet

snow is more noticeable and must be predicted in the radio
system design. The attenuation due to the wet snow is near
the attenuation due to the big raindrops in case of shower rain
with the thunderstorm.

The surface tension of water is large. This is the reason
why the molecules of water hold together. One of the prob-
lems in predicting power losses in electromagnetic waves is
the description of the shape of the raindrops. The shape of a
raindrop depends on drop‘s size. It is known, that only very
small drops are like spheres. Such droplets form in clouds
when water vapours condense on the nuclei of condensation.
Further, these droplets grow by coalescence and shape of the
raindrops is no more spherical. Larger raindrops are not tear-
shaped, as it is commonly presented in pictures. The shape
of the larger falling raindrops is like a hamburger (see Fig.1)
[9].

Both the shape of the drops’ size distribution and its pa-
rameters are related from the first principles to the dynamics
of a single drop deforming as it falls in the air, ultimately
breaking into a dispersion of smaller fragments containing
the whole spectrum of sizes observed in the rain [10].

The large surface tension of water holds out the airflows
pressure on the top of the drop and this is why the drop’s
shape is still spherical at the top of it. But the airflows are
stronger at the bottom of the raindrop and for this reason the
bottom of it is flattened [9].

Phillip Lenard (Nobel Prize Laureate 1905) concluded that
a velocity of the falling drop depends on its size and grows
with it [11]. But he also noticed that the velocity of a falling
drop could not exceed 8 m· s−1. A change in the shape of
the drop is a reason for the change in the velocity of the drop.
The velocity of the falling drop decreases when the bigger
drop takes the shape of a hamburger. The surface area and air
resistance increase. However, the increases of raindrop size
are limited by the value of the surface tension, which still can
compensate the airflows pressure. The hollow in the bottom
of the drop increases so greatly that the drops’ surface ten-
sion can not hold any more pressure of the air and the drop
divides nearly into two parts when its size increases to 4÷4.5
mm. Briefly those parts are still together connected by water
bail. But eventually the drop divides into two smaller droplets
(diameter about 1 mm).

However, in Ref. [12], raindrops diameters of even 0.5÷10
mm were presented. In Ref. [13], was concluded that in thun-
derstorms raindrops vary in sizes from about 0.5 mm to as
much as 8 mm.

Wilson A. Bentley [14] presented data of size distribution
of the raindrops. The data shows, that quantities of very
small drops (in diameters ≤ 0.85 mm) and very large drops
(in diameters 3.6÷5.1 mm) are nearly equal (17% and 16%
correspondingly). The parts of small drops with a diame-
ter 0.84÷1.4 mm and moderate ones with diameters 1.4÷3.2
mm are the largest of all (34% and 29% correspondingly).
The part of very large drops with diameters >5.1 mm is very
small (only 4%) [14].

Many researchers have been studying the drop sizes distri-
bution (DSD). The DSD derived by Laws and Parson [15] is
the DSD most commonly used in the prediction of rain atten-
uation of the electromagnetic waves (EW).
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Fig. 1. The variation of the raindrop shape depending on its size (diameter of the drop). Modified according to Ref. [9].

Specific rain attenuation model in prediction methods pre-
sented in Ref. [1] and ITU-R’s recommendation [16] is based
on DSD proposed by Laws and Parson.

The analysis of the rainfall data has assumed traditionally
that the raindrop size distribution (DSD) has an exponential
form; that is, withN(D) [m−3·cm−1] equal to the number of
raindrops per unit volume per unit size interval having equi-
volume spherical diameter D [cm], then

N(D) = N0 · exp[−Λ ·D], (1)

0 < D < Dmax. (2)

N0 [m−3·cm−1] and Λ [cm−1] are parameters of the distribu-
tion and Dmax is the maximum drop diameter [17]. Constant
value N0 is equal to 80 000 m−3·cm−1. This form was ori-
ginally found by Marshall and Palmer (1948) [18] who also
suggested that Λ varied with rainfall rate R [mm· h−1]:

Λ = 41 ·R−0.21. (3)

A similar analysis of the drop size spectra of Laws and Par-
sons (1943) [15] reveals that that their data can also be re-
presented closely by an exponential form Λ=f(R) and N0
weakly dependent on rainfall rate through expression (5):

Λ = 38 ·R−0.20, (4)

N0 = 51000 ·R−0.03. (5)

The shape of the larger raindrops determines that fact that the
horizontally polarized waves suffer greater attenuation than
vertically polarized waves. The reason is that large raindrops
are generally shaped as oblate spheroids and are aligned with
the vertical rotation axis [1].

2. Calculation of EW attenuation due to the rain

The rain attenuation prediction methods can be grouped into
two classes: i) the physical method which makes an attempt
to reproduce the physical behavior involved in the attenua-
tion process, and ii) the empirical method which is based on
the analysis of databases of the physical measurements. It
is necessary to point out that mentioned measurements were
done in the stations placed in different climatic zones within
a given region [19-20]. When the physical rain attenuation

prediction method is being used, one of the difficulties is the
description of the shape of raindrops. In most cases the shape
of a drop is described as spherical. For example, presented
in Ref. [21], a simple spherical model was used for the cal-
culation of the effect of temperature and multiple scattering
on rain attenuation of electromagnetic waves. As mentioned
above, this description of a raindrop shape in most cases is
wrong. Empirical method for prediction of electromagnetic
waves attenuation is used more often and more successfully
than the physical one.

Commonly, the electromagnetic wave losses are expressed
as a function of the rain rate R. In prediction of the radio
waves attenuation due to the rainfall (rain attenuation), the
well known semi–empirical model according to Ref. [1], [16]
is being used. Specific rain attenuation is obtained from the
rain rate R using the relationship:

α = a ·Rb, (6)

where α represents a specific rain attenuation - dimension in
[dB · km−1]; R - rain rate [mm · h−1]; a and b are functions
of the rain temperature and operating frequency f .

The values of a and b from Ref. [1] (see Table 1) are pre-
sented for vertical and horizontal polarization. For frequen-
cies other than presented in Table 1, the values of coefficients
a and b can be obtained by interpolation.

The rain rateR can be described as the thickness of the lay-
er of the precipitation which fell down over the time period of
one hour in the case when the precipitation is not evaporated,
not soaked into the soil, and is not draught by the wind. R
depends on liquid water content and the fall velocity of the
drop. The velocity, in turn, depends on the size of a raindrop
[1].
R-value must be determined for some percentage of time

of the year and it must be in correlation with the reliability
of the system. In most cases, the R–value for 0.01% of time
(R0.01%) is desirable in the design of radio systems. It means
that R0.01%–value can be exceeded only about 52.56 min. in
a year. In this case the reliability of the radio system would
be 99.99%.

Despite that R0.01%–value is expressed in [mm · h−1], the
rainfall amount data for the calculations of the R–value must
be measured in one–minute intervals.

Innovative Infotechnologies for Science, Business and Education, ISSN 2029-1035 – Vol. 2(9) 2010 – Pp. 3-10.



Tamošiūnaitė et al. Prediction of EW attenuation due to rain. 6

Table 1. Specific rain attenuation coefficients a, b
for horizontal (h) and vertical (v) polarized waves,
respectivelly. According to Ref. [1].

f , GHz ah av bh bv

1 0.0000387 0.0000352 0.912 0.88
2 0.000154 0.000138 0.963 0.923
4 0.00065 0.000591 1.121 1.075
6 0.00175 0.00155 1.308 1.265
7 0.00301 0.00265 1.332 1.312
8 0.00454 0.00395 1.327 1.31
10 0.0101 0.00887 1.276 1.264
12 0.0188 0.0168 1.217 1.2
15 0.0367 0.0335 1.154 1.128
20 0.0751 0.0691 1.099 1.065
25 0.124 0.113 1.061 1.03
30 0.187 0.167 1.021 1
35 0.263 0.233 0.979 0.963
40 0.35 0.31 0.939 0.929
45 0.442 0.393 0.903 0.897
50 0.536 0.479 0.873 0.868
60 0.707 0.642 0.826 0.824
70 0.851 0.784 0.793 0.793
80 0.975 0.906 0.769 0.769
90 1.06 0.999 0.753 0.754
100 1.12 1.06 0.743 0.744

The time interval between the measurements of the rain-
fall amount is called integration time τ . In the mentioned
case the integration time τ =1 min. is required.

One–minute R0.01%–value R1min. is commonly referred
as “instantaneous” value and has been recognized as the most
practical for calculation of signal loss [22]. One–minute rain
rate statistics also have applications in other areas, such as the
design and operation of aerospace vehicles and radar systems
[22].

Though there can be some difficulties while predicting the
R1min. -value. In Lithuania, usually the rainfall amount
data is measured with the integration time τ=10 min. or
more. Consequently in most cases we can calculate only
>1 min. rain rate values Rτmin. . Therefore in cases when
one–minute rainfall amount data is unavailable, the models
converting Rτmin. values into R1min. values can be used.
One-minute rainfall rate models are presented in Ref. [20]
and Ref. [23]. One of the models mentioned above is Moup-
fouma model [24], where R1min. represents one-minute rain
rate value andRτmin. - rain rate value, when integration time
is equal to τ min.

R1min. = Rdτmin., (7)

d = 0.987 · τ0.061. (8)

3. The peculiarities of Lithuanian climate

Lithuania, being in the transition geography zone from the
Baltic Sea Region to Atlantic and continental east Europe

climate, may be distinguished for its variable climate [25] .
In Lithuania, humid weathers predominate all over the year;
the annual precipitation in a rainy wet year is almost twice
higher than in a dry year [26]. The climate of the continental
part of Lithuania is definable as middling cold and climate of
the west part of Lithuania is specified as the moderate warm
climate.

The climate of the continental part of Lithuania is a typic-
al climate of the middle part of the East Europe. The type of
the climate of the west part of Lithuania is dominating in the
West Europe. Therefore, the conditions of the electromagnet-
ic waves propagation can be different in the East and in the
West of Lithuania.

There are many contrasts in Lithuanian climate conditions.
For example, the maximum and minimum of annual rainfall
amounts - both were registered in Laukuva (>900 mm and 0.0
mm correspondingly) [27]. Thereby, the average annual rain-
fall amount can be a very informative and at the same time a
very deceptive parameter.

In Ref. [26] it was concluded, that the hypothesis about
the only value of R for all the territory of Lithuania must be
rejected. In average, there are 51.4 events of rain in Žemaitija
and 40.4 rain events in the other part of Lithuanian territory.
In Vilnius, the maximum rain intensity of rain event with du-
ration of 20 min. (integration time τ = 20 min.) is 69 mm·
h−1. The rain rate value determined by using rainfall data
measured with one-minute integration time may be higher.
Such rain rates are observed once per 5 years [26].

4. Thunderstorms in Lithuania

The number of the thunderstorms per year is an important pa-
rameter in determining the rain rate. The strong vertical air
streams are forming in the thunderstorms clouds. The speed
of the air streams is 15÷20 m·s−1 [28]. The rain rate depends
on the convection strangeness and the cloud thickness. The
stronger convection and the thicker the cloud the higher the
rain rate value. The rain rate depends also on the cloud elec-
trification. Therefore, the stronger showers put down in the
thunderstorms.

There are 19÷30 days per year with the thunderstorms in
Lithuania. However, the number of days of thunderstorms
can be even 40÷45 ( according to Ref. [28]). In the South
part of Lithuania, the thunderstorms have been observed
frequently, because the rough surface of the earth stops the
air streams and stimulates the convective processes. 96% of
the events of thunderstorms happen in May÷September pe-
riod [28]. Thunderstorms have a local character. They do not
occure in large territories because the convection is the local
phenomenon. However, during the summer, the convection is
very intense and thunderstorms can occur in more than half
of the territory of Lithuania.

The maximum number of days, Nmax in the year with
thunderstorms was registered in the year 2001 in Vilnius.
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Fig. 2. The variation of rain rate R depending on the integration time τ . Rain event on 17 July 2000.
 

The duration of all thunderstorms events (in Vilnius, 2001)
was Nmax=77 h 18 min. [29]. It is worth to mention, that
Vilnius is one of the cloudiest localities in Lithuania. There
are about 100 overcast days in the year in this location. The
minimum yearly duration (4 hours 30 min) of thunderstorms
events was registered in Palanga in the year 1998 [29].

The distribution of the thunderstorm duration in Vilnius
Airport is presented in Table 2. The data shows that 55% of
the duration of thunderstorm in Vilnius is longer than 1 hour
(longer than 0.01% of time of year). In most cases, strong
showers are in the correlation with thunderstorms.

Rice-Holmberg model presented in Ref. [30] requires
thunderstorm data. It also requires certain parameters like:
highest monthly rainfall accumulation observed in a set of
30–year period, the average annual accumulation, and the
ratio of thunderstorms precipitation amount with the annu-
al precipitation amount. However, it has been acknowledged
that the Rice–Holmberg method overestimates rain rates in
the high–availability range (0.01% of time) and underesti-
mates in the range between 0.1% and 1% [23].

Our model (9) was derived in Ref. [25] and [31] on the
basis of Rice-Holmberg model [30] in accordance with the
peculiarities of Lithuanian climate. They are events of heavy
rain and showers happen frequently in the months of May –
September; during the warm period, the part of the convec-
tion precipitation is 0.48 [32]:

R1min. = 1
0.03 ln

(
0.0144 · MV−IX

tp

)
. (9)

R1min. represents 1 minute rain rate value, MV−IX - 30
years average rainfall amount during period from May to
September, tp - the percent of time in a year, when R1min.
may be exceeded (when reliability of the radio system should

be 99.99%, tp = 52.56 min. = 0.876 hours).

5. Results and discussion

5.1. Integration time influence on the R value

We examined the influence of the integration time to the va-
lues of the rain rate. One rain event occurs 17 July 2000. We
evaluated the rain rate R [mm· h−1] values imaging that rain
amount data of this rain event was collected with intervals
(integration time τ is equal to 10 min., 30 min., 1 hour, and
2 hours, see Fig. 2). The smallest integration time of 10 mi-
nutes was chosen because it is the minimal time interval in
Lithuanian rain amount data.

Mentioned interval is 10 times bigger than the recommend-
ed one. Despite that, comparison of R-values calculated
using bigger integration time also reveals how the R-values
depend on the integration time - see Fig. 2.

The same rain event was shown in four dependences. Each
graph represents different integration time: 10 min., 30 min.,
1 hour, and 2 hours. Also, in each graph the line representing
the average rain rate value is shown. This value is calculated
only from two values of rain amount data: the value measur-
ed at the start of the rain event and the value measured at the
end of the rain event.

Table 2. The distribution of the thunderstorm duration
in Vilnius. Data according to Ref. [29].

Duration, h Events, %
< 1 45
1÷2 37
2÷3 12
> 3 6

Innovative Infotechnologies for Science, Business and Education, ISSN 2029-1035 – Vol. 2(9) 2010 – Pp. 3-10.
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Table 3. Distribution of rain rate values R1min. in the localities of Lithuania.
MV MV I MV II MV III MIX MV −IX tp R1min.

City mm mm mm mm mm mm h mm ·h−1

Skuodas 52 54 82 97 88 373 0.876 60.45
Mažeikiai 47 55 78 78 69 327 0.876 56.06
N.Akmenė 48 54 77 77 68 324 0.876 55.75
Joniškis 50 67 81 70 63 331 0.876 56.47
Pasvalys 58 71 87 86 64 366 0.876 59.82
Biržai 59 74 90 87 68 378 0.876 60.89
Rokiškis 64 84 98 89 72 407 0.876 63.36
Kretinga 49 56 81 96 92 374 0.876 60.54
Plungė 53 61 90 96 83 383 0.876 61.33
Telšiai 58 60 93 96 85 392 0.876 62.10
Šiauliai 50 63 79 78 63 333 0.876 56.67
Pakruojis 44 58 71 73 58 304 0.876 53.63
Klaipėda 46 52 72 88 82 340 0.876 57.36
Šilalė 61 73 103 102 89 428 0.876 65.03
Kelmė 51 68 90 89 72 370 0.876 60.18
Radviliškis 47 59 74 73 59 312 0.876 54.50
Panevėžys 54 71 76 87 57 345 0.876 57.85
Kupiškis 57 73 86 79 63 358 0.876 59.08
Anykščiai 63 82 95 91 70 401 0.876 62.86
Utena 61 79 89 88 63 380 0.876 61.07
Zarasai 64 83 89 88 71 395 0.876 62.36
Ignalina 62 82 92 89 69 394 0.876 62.27
Šilutė 57 63 86 96 88 390 0.876 61.93
Tauragė 57 74 93 93 75 392 0.876 62.10
Jurbarkas 61 73 94 101 74 403 0.876 63.03
Raseiniai 57 64 88 93 72 374 0.876 60.54
Kėdainiai 63 72 86 96 61 378 0.876 60.89
Ukmergė 61 75 86 90 61 373 0.876 60.45
Molėtai 64 83 97 96 63 403 0.876 63.03
Švenčionys 62 84 87 91 70 394 0.876 62.27
Šakiai 54 64 83 86 56 343 0.876 57.65
Kaunas 66 80 100 104 64 414 0.876 63.92
Jonava 61 72 89 98 60 380 0.876 61.07
Širvintos 68 76 88 87 58 377 0.876 60.80
Vilkaviškis 53 71 90 96 60 370 0.876 60.18
Marijampolė 56 67 89 93 61 366 0.876 59.82
Prienai 57 74 87 87 57 362 0.876 59.45
Kaišiadorys 61 79 92 91 61 384 0.876 61.42
Trakai 57 77 90 89 60 373 0.876 60.45
Vilnius 56 74 87 85 56 358 0.876 59.08
Lazdijai 58 73 91 91 58 371 0.876 60.27
Alytus 58 75 88 87 58 366 0.876 59.82
Varėna 63 83 98 82 59 385 0.876 61.50
Šalčininkai 57 81 91 91 56 376 0.876 60.72
AVERAGE 60.23

As can be seen in Fig. 2, the lesser the integration time the
higher the values of rain rates. As integration time decreases
the pikes of rain rate becomes lower, wider and late. This
means that when integration time is more than 10 minutes,
the largest rain rate values “hide”.

For example, the rain rate value at 18 hour 15 min. with

the integration time of 10 min. is double the value with the
integration time of 30 min. That means that data for the cal-
culation of electromagnetic wave (EW) attenuation in Lithu-
ania should be collected with as small as possible integration
time (10 min. or less). This assumption is similar to recom-
mendation according tropical environment.
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Fig. 3. Dependence of averaged specific rain attenuation for
horizontally and vertically polarized EW, αh and αv ,
respectively, on frequency f .

Fig. 4. Dependence of p value on frequency f .

5.2. R1min. values in the localities of Lithuania

Secondly, we calculatedR1min. values for different localities
in Lithuania. (8) method has been used. The results are given
in Table 3.

The R1min. values in different localities in Lithuania vary
from 53.63 mm · h−1 in Pakruojis to 65.03 mm· h−1 in Ši-
lalė. Average value in Lithuania is equal to R1min. = 60.23
mm· h−1. This rain rate value is double the recommended
rain rate value for Lithuania (for recommended R-value see
Ref. [16]).

5.3. The specific electromagnetic waves attenu-
ation due to the rainfall

Finally, having R1min. value, we are able to compute the
average specific EW attenuation due to the rainfall α [dB ·
km−1]. Eq. (6) was used. We used the averige value in
Lithuania R1min.=60.23 mm · h−1 as R. The values of a
and b were taken from Table 1. The α values for the op-
erating frequencies 1÷100 GHz were calculated. Values of
horizontal and vertical polarization were calculated separa-
tely. The results are shown in Fig. 3. There can be seen,
that horizontally polarized electromagnetic waves are attenu-
ated more than the vertically polarized ones. Furthermore,
the relation between the operating frequency and the electro-
magnetic waves attenuation starting from about 4 GHz starts
to grow and grows exponentially, but this growth slows down
at frequency about 60 GHz and almost stops at 100 GHz.

The purpose to distinguish the α values for horizontal po-
larization and vertical polarization at operating frequencies
smaller than 15 GHz the rate p was introduced. The p value

is a normalized difference of α for horizontal polarization
and vertical polarization, and it is expressed as follows:

p = αh − αv
αh + αv

, (10)

where αh and αv are average specific attenuation for hori-
zontally and vertically polarized EW, respectively.

The dependency of p value to the operating frequency f is
shown in Fig. 4. There can be seen that the p value fluctuates
at operating frequencies below about 20 GHz, and at oper-
ating frequencies above 20 GHz starts to constantly decline
from about p = 0.11 at f = 20 GHz to about p = 0.02 at f =
100 GHz. Hence for higher frequencies the α value (both for
horizontally and vertically polarized electromagnetic waves)
increases, but the normalized difference of the α value for
horizontally and vertically polarized electromagnetic waves
decreases.

6. Conclusions

The values of one-minute rain rate R and average specific
electromagnetic waves attenuation due to the rain α were ob-
tained. The average value of the rainfall rate in Lithuania
is 60.23 mm · h−1. It is double the recommended value.
The values of average specific electromagnetic waves attenu-
ation due to the rain differs for different operating frequencies
and depends on polarization of the electromagnetic wave.
The relation between operating frequency and electromag-
netic waves attenuation starting from about 4 GHz starts to
grow and grows exponentially, but this growth slows down at
frequency about 60 GHz and almost stops at 100 GHz. Hori-
zontally polarized electromagnetic waves are attenuated more
than the vertically polarized ones.
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Abstract. User friendly program SORRISO was created for two-dimentional (2D) viewing of molecular
system. Created „from zero“ using object-oriented programming (OOP) paradigm, SORRISO was is able
to visualize the positions of nuclears of the molecular system, presented in different formats such as XYZ
(cartesian), YES (hexadecimal record), ENT (Brookhaven pdb). Additional possibilities of SORRISO in-
cludes the visualization of the dynamic process – intermolecular electron transfer (IET) presented in the
framework of molecular orbitals (MO) through atomic orbitals (AO). Rate of IET for each intermolecular
transition between one-particle states is presented in typical spectral form, and increasing / decreasing of
charge density in the surrounding of nuclear is presented dynamically - by blicking of balls.
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Introduction

XXI century could be named as century of information in
natural sciences. Big flow of different kind of unsorted infor-
mation makes life difficult for researchers in many fields of
molecular physics, applied mathematics, bioinformatics etc.
Unsorted information represents some times the wrong im-
age of phenomenon of due to partial, perfunctory view into
the problem. But necessity to sort and summarize the initial
information always is related to two signidicant factors: i) big
expences of computer resources; ii) know-how idea - how to
present the sophisticated idea in convenient form.

Scientific information represented visually is much easier
and quicker to understand in comparison to tabular/row num-
ber way. Visualization in chemical physics is always related
to the molecular model or model of molecular system. Dis-
tribution of molecular fragments presented in the structural
IUPAC form is less less easer that in spatial form (see Fig.
1). Both models are equivalent chemically, but spatial distri-
bution allows us to model the electronic charge redistribution
by optical excitation. Moreover, presence of additional para-
meters to atomic spatial distribution presented in user-frienly
form allows us to manipulate not by static representation but
by dinamic also. This is the reason, why visualisation of digi-
tal information of spectral distributions is very important and

difficult problem in physics.
Rapid grow of computer usage in the molecular modelling

call the formation of three essential tool types:
i) molecule editors as application programs or applets -

plug-ins for creating and modifying three-dimensional
(cartesian, Z-matrix, etc) representations of molecular
structures. Editing in graphical mode as well as in text
mode requires several knowledges and previous run-in;

ii) molecular viewers as application programs or applets -
plug-ins for imaging of molecular structures;

iii) many applied tolls contain both properties: molecule
editors as well as molecular viewers.

Typical examples of molecule editors are follow: Chem-
Draw [1], BKChem [2], and molecular viewers (usually toge-
ther with some elements of molecule editors): HyperChem
[3], Gausview [4], RasMol [5] etc. These programs are
convenient and effective, although sometimes they are not
sufficient. In order to fully process data of specific problems,
special programs or plug-ins must be created.

In the field of many recent problems in chemical physics,
intermolecular electron transfer (IET) plays an significante
role. Several chemical (Fe corosium, redox etc) as well as
protochemical (light harvesting, exciplex absorption etc) re-
actions in pigmentary pairs of donor-acceptor molecules can
be well modeled using quantum-chemistry approaches.

aCorresponding author, email: galikov@gmail.com
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The purpose of this work is visualisation of dynamics of
IET parameters through data obtained by using quantum-
chemistry packages - Gaussian03 [6], GAMESS [7], Dalton
2.0 [8].

Visualization of IET parameters is presented for several
molecular forms of chemical compound N-N-dimethylamino
benzylidene indan-(1,3)dione (DMABI) which was very
extensively studied last decade [9-12].

SORRISO [ital. smile] - is a new and unique prog-
ram designated for convenient and quick analysis of large
amounts of data. C++ source code was written in object-
oriented programming (OOP) manner, using Windows.h [13]
and OpenGL [14] libraries. Visual Studio 8.0 [15] was used as
an integrated development environment from Microsoft cor-
poration. Executable file was prepared as an Win32-Api.

The aim of the project SORRISO was to create a conven-
ient tool for simulation of molecular view (2D projection),
that would allow:

i) static view - representation of positions of atoms (nucle-
ars) using different models: nuclears presented by balls
only, by balls with sticks, by sticks only;

ii) dinamic view - recalculation of recent projection of nu-
clear position "by the way" according to user request,
using left and right bootom of mouse manipulator (rota-
tion in plane and rotation in space, respectivelly);

iii) dinamic view - recalculation of recent projection of nu-
clear position "by the way" according to user request,
using left and right bootom of mouse manipulator (mag-
nifying and shrinking, respectivelly);

iv) "pseudo-perspective" viewing of part of molecular sys-
tem in order to recognize the distance from viewing
point until different atoms; small radius of ball creates
the effect of long distance;

v) spectral representation of the IET rate on the energy of
donor state (number of donor MO);

vi) requesting of the corresponding change of the electron
density in donor and acceptor systems and blicking vi-
sualization of intermolecular electron transfer.

1. Visualization principle

1.1. Assumptions for molecular system

Creating the model of molecular system it is necessary to
understand which essential factors must be estimated during
energetic changes. Under energetic changes, particularly, sev-
eral processes could occur – decreasing / increasing of elec-
tronic cloud density; molecular conformational changes; de-
composition of aggregate; etc. In mentioned cases molecular
system containing by nuclears as well as electrons must be
estimated in different aspects.

First assumption of quantum chemistry claims that nuclear
positions predetermine the molecular energetics. This means
that spatial distribution of nuclears (but not electrons) is es-
sential for describing energetical interactions.

Fig. 1. Different molecular respresentation of vitamin C: struc-
tural IUPAC form (left) and spatial form.

According to this assumptions, electrons always adapt (fit) to
the positions of nuclears. This assumption allows us to de-
scribe molecular geometry as the spatial distribution of nuc-
lears (in 3D coordinates).

Second assumption of quantum chemistry claims that geo-
metries of molecular system in the ground and excited states
must be closed to each other. This means that only slight-
ly perturbed molecules (for example, by optical excitation)
could be described using quantum chemistry approaches.

According to such two main assumptions, many molecular
visualization models operate. Positions of nuclears in 3D
speace represents molecular geometry, and this factor is basic
and fundamental. Main task of nuclear visualization could be
titled as an projection calculation task. Additionaly, elec-
tronic density related to each atom (in the nearest nuclear
surrounding) could be presented in some ways, for example,
using molecular orbital (MO) methods and so on.

1.2. Calculation of projections

Molecular geometry or three-dimensional (3D) distribution
of atoms (nucleous) is traditionally performed by matrix of
different type: cartesian form as well as Z-matrix form, as
shown in Fig. 2. Cartesian matrix represents an record of
three real numbers representing {x,y,z} coordinates for each
atom. Z-matrix represents an record of three real numbers
representing distance, plane angle and dihedral angle {r, ψ,
φ} as spherical coordinates for each atom.

Project SORRISO was prepared as tool of molecular view-
er. No plug-ins for structure editing was inserted, only tools
of rotating and zooming are present.

Fig. 2. Cartesian and Z-matrix (spherical) coordinates.
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In order to realize smooth 3D rotation and zooming,
several mathematical operations were required [16]:

i) transformation of cartesian coordinates to spherical;
ii) factoring of r (zooming operation);
iii) transformation of spherical coordinates to cartesian;
iv) routine calculation of 2D projections from cartesian

{x,y,z} coordinates (3D rotation operation).

In order to prevent distortion of coordinates, zooming was
realized by using spherical coordinates. In order to calculate
the zooming, it is sufficient to change the radius r and trans-
form the coordinates back to cartesian. The transformation
from spherical to cartesian is performed according following
formulae:

x = r · sinψ · cosφ (1)

y = r · sinψ · sinφ (2)

z = r · cosψ (3)

where variables r, ψ, φ are prelimited in presented intervals:

r ⊂ [0,∞), ψ ⊂ [0, π), φ ⊂ [0, 2π), (4)

Mathematically, the problem is solved as following. Lets as-
sume the existing of two coordinate system: usual {XY Z}
and transformed {X ′Y ′Z ′}. If the spatial rotation of mole-
cular system is performed (by angle α inXY plane and angle
β in Y ′Z plane) the new projections in previous coordinate
system have to be recalculated. Vector r, describing place of
an atom is introduced for that cause in two different coordi-
nate systems:

r = x1 · n1 + x2 · n2 + x3 · n3 (5)

r = x′1 · n′1 + x′2 · n′2 + x′3 · n′3 (6)

where n1, n2, n3, n′1, n′2, n′3 are unit vectors in two different
cartesian systems, respectivelly. Since vector did not change,
the equations are equal:

x1 ·n1 +x2 ·n2 +x3 ·n3 = x′1 ·n′1 +x′2 ·n′2 +x′3 ·n′3 (7)

We then multiply everything by n1, n2, n3, in turn and af-
ter applying the orthogonality of vectors, we get a system of
equations:

x1 = x′1(n1 · n′1) + x′2(n1 · n′2) + x′3(n1 · n′3) (8)

x2 = x′1(n2 · n′1) + x′2(n2 · n′2) + x′3(n2 · n′3) (9)

x3 = x′1(n3 · n′1) + x′2(n3 · n′2) + x′3(n3 · n′3) (10)

This is the expression of old projections over new ones. Ana-
logically, we may express them vice versa where αik is an
coefficient of transformation:

αik = ni · n′k = cos(i · k) (11)

We now calculate the coefficient matrix αik:

αik =

∥∥∥∥∥∥
α11 α12 α13
α21 α22 α23
α31 α32 α33

∥∥∥∥∥∥ (12)

In our case we need to solve nine stereometry tasks in or-
der to obtain coefficients:

αik =

∥∥∥∥∥∥
cos(α) sin(α) ∗ sin(β) − sin(α) ∗ cos(β)

0 cos(β) sin(β)
sin(α) − cos(α) ∗ sin(β) cos(α) ∗ cos(β)

∥∥∥∥∥∥
(13)

2. Routine scheme

Libraries used in SORRISO are shown in Table 1.
The main file of the program sorriso.cpp consists of sever-

al fragments. Description of standard libraries (see Table 1)
constitute the first fragment. Following it is the main method
of program WinMain and auxiliary CallBack method. Win-
Main is responsible for creation of dialogue window. All ob-
jects are initialized in this method during the execution pro-
cess. An action listener loop is performed in WinMain. The
purpose of it is to analyse system messages for specific ac-
tions, such as mouse click and selection of menu. CallBack
methods describe the execution upon specific user-requested
actions.

2.1. Organisation of data input

Input of data is realised via an easy to access menu, which is
written in sorriso.rc file. After selection of an adequate menu
item, dialog window with option to select a file of a specific
type, appears. The selection of file type is filtered, so users
will not be able to choose files of other types. According to
well-known information storage rule, it is recommended to
read data from file only once, especially large ones.

Fig. 3 shows main window part of SORRISO as menu item
opened for file input. After selection of the file, all it’s con-
tents are copied to a container of vector type object in order
to process it and create a neat structure. Vector instead of and
ordinary array was chosen because molecules have different
number of atoms. Reading of file is performed in two phases:

a) insertion of all contents in file to a vector and calculation
of atoms;

b) analysis of vector and creation of a structure consisting
of required data.

Table 1. Standard libraries used in SORRISO.
OpenGL glu.h Advanced graphics
C++ string Container for character string

fstream File input-output operation
iomanip Description of stream formats
vector Container of universal type
math Standard mathematics

C windows.h windows tools
stdio.h File input-output operation
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Fig. 3. Main window part of SORRISO:
menu item for input.

Once the number of atoms is known, fixed-size arrays may
be created. Since arrays are processed faster, they are pre-
ferred over vectors.

2.2. Possible formats of input data

XYZ file format. This file format (file extension - *.xyz) is
known as a so called chemical file format [17]. Formal stan-
dard is absent, and many IT companies use several variations.
Typical XYZ format (presented in Table 2) is devoted for de-
termination of molecule geometry by giving requested lines
of records containing atom name (IUPAC standard) and ato-
mic cartesian coordinates separated by space. The units are
generally in Ångströms. Precision must be presented as three
or more quantities after comma.

YES file format. YES file format (file extension - *.yes)
is used for practical purposes as high-precision format. Pre-
cision of number is defined as standart double precision for
real numbers with floating point coded by four byte (4B) co-
ding system. Formal YES standard was created originally for
project NUVOLA [18] in order to keep the same precision of
real numbers by information exchanging between operating
modules through file reading/writing operation. Typical YES
format (presented in Table 2) is devoted for determination of
molecule geometry by giving requested lines of records con-
taining atom name (IUPAC standard) and atomic cartesian
coordinates separated by space (the same like in XYZ for-
mat). Additional string of 16 characters (ASCII only) repre-
sents the coded real number (8 bytes). Each byte (1B=8b) is
presented in form of two hexadecimal characters (4 bits into
1 char).

ENT-matrix file format. ENT file format (file extension -
*.yes) belongs to the group of the chemical file format. Textu-
al file format for describing the three dimensional structures
of molecules is very useful for exchanging purposes [19].

Table 2. Acetylene. XYZ, YES, ENT, Z-matrix data formats.
XYZ data format

C -1.869 -0.737 0.000
C -0.957 0.027 -0.000
H -2.686 -1.420 -0.000
H -0.140 0.710 0.000

YES data format

6 C 1
6 C 2
1 H 3
1 H 4

BFFDE76C8B439581 -1.869000000000 1 1
BFE795810624DD2F -0.737000000000 1 2
0000000000000000 0.000000000000 1 3
BFEE9FBE76C8B439 -0.957000000000 2 1
3F9BA5E353F7CED9 0.027000000000 2 2
8000000000000000 -0.000000000000 2 3
C0057CED916872B0 -2.686000000000 3 1
BFF6B851EB851EB8 -1.420000000000 3 2
8000000000000000 -0.000000000000 3 3
BFC1EB851EB851EC -0.140000000000 4 1
3FE6B851EB851EB8 0.710000000000 4 2
0000000000000000 0.000000000000 4 3
402805B573EAB368 12.011150000000 1
402805B573EAB368 12.011150000000 2
3FF020A5269595FF 1.007970000000 3
3FF020A5269595FF 1.007970000000 4

ENT data format

HETATM 1 H 1 -2.686 -1.420 -0.000
HETATM 2 H 2 -0.140 0.710 0.000
HETATM 3 C 3 -1.869 -0.737 0.000
HETATM 4 C 4 -0.957 0.027 -0.000
CONECT 1 3
CONECT 2 4
CONECT 3 4 1
CONECT 4 3 2
END

Z-MATRIX data format

X1
X2 1 1.8
X3 2 1.8 1 90.0
X4 3 1.8 2 90.0 1 180.0
C5 2 0.665 3 90.0 4 -90.0
C6 2 0.665 3 90.0 4 90.0
H7 5 1.03 2 180.0 3 -90.0
H8 6 1.03 2 180.0 3 90.0

ENT format (represented in Table 2) as a variation of Protein
Data Bank (pdb) file format is devoted for determination of
molecule geometry similar like in XYZ format.

Z-matrix file format. Z-matrix file format (file extension -
*.zmt) belongs to the group of the chemical file format. [16]
as an internal coordinate representation. Due to the model-
ing purposes, it is convenient to prepare Z-matrix in structure
prelimited terms such as bond length, plane angle, dihedral
angle. In that case bonding characteristics will be presented
easier in comparison to XYZ. Additional elements of geo-
metry (symmetry plane, axis etc) could be included using
dummy atom formalism - see example in Table 2. Fig. 4 re-
presents the spatial distribution of mentioned Z-matrix con-
taining real C,H as well as dummy X atoms.
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Fig. 4. 3D-distribution of acetylene atoms;
dummy atoms X represent the symmetry plane.

2.3. Problems of visualisation

The visualisation task of molecule projection needs an enor-
mous amounts of computer resources. The main problem is
the calculation of trigonometrical functions. Mathematical
calculation of them is expansion of Taylor’s sequence until
desired accuracy is achieved. This routine is resource de-
pendent in very high degree, since every new projection of
an atom requires at least 6 functions. Graphical function for
drawing of a sphere requires at least 720 calls of function.
In total, one atom requires 726 expansions of Taylor’s se-
quence. Using of windows.h methods that depend only on
processor power, even on very powerful workstations was too
slow. This circumstance forcing to rewrite all functions using
OpenGL library, which uses the graphics accelerator as well.

Projection on z axis seems unnecessary, but it is essen-
tial to realization of 3D perspective - closer atoms may block
ones further away. Mathematically this condition is realised
over projective selection of an atom diameter. Atoms further
away seem smaller, thus making the view more realistic.

Fig.5-7 represent the DMABI dimmer using Balls and
sticks, Balls only, Sticks only methods, respectively. User can
decided according his own meaning which type of visualiza-
tion is the best. Reswitching between three different regimes
- Balls and sticks, Balls only, Sticks only - is allowed by stan-
dard windows bottoms on the program window.

3. Intermolecular electron transfer.

Calculation of IET parameters was provided using NUVOLA
[18]. After opening YES file and selecting menu option
"Open sorriso.dat" in "File" menu, SORRISO extracts infor-
mation of spectrum which is represented in the main window.
For user convenience, required peak of spectrum is selected
by a mouse click. The selected peak changes colour to blue,
and the selected spectrum is displayed in red (see Fig. 8).

Fig. 5. DMABI dimmer represented in Balls and sticks method.

Fig. 6. DMABI dimmer represented in Balls only method.

Fig. 7. DMABI dimmer represented in Sticks only method.

Fig. 8. Molecule and its IET spectrum.

Every peak of spectrum represents information of intermo-
lecular electron transfer, thus by manipulating mouse on the
expansion of spectrum on the bottom of the window it is pos-
sible to gain visual information of IET in real time - if, for
example, user wants to find out the exact atoms participating
in the electron transfer (see Fig. 9).
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Fig. 9. DMABI dimer and its spectrum with selected peak. At
initial time moment, 7 atoms of the highest frequency are dis-
played in black.

In order to display this, fourth dimension - time is taken
into consideration. Program reads required data and sorts

the array in bubble sort method. Since only the most active
transfers are required, the program displays only seven, most
active atoms. These atoms increase twice in size and start
blinking. The higher the frequency - the higher probability
of a jump the electron has.

Conclusions

Convenient tool SORRISO for simulation of molecular view
in 3D space was created. SORRISO as molecular viewer
could be useful for estimating of molecular 2D projections
when molecular derivatives are represented in XYZ, YES,
ENT data formats. Also SORRISO allows simultaneously
visualise the parameter of intermolecular electron transfer
through local charge redistribution.
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Abstract. Vital systems distinguish in some typical features making them resistant to disturbing action.
Their ability to take advantage of interactions with surrounding is called self-organization (pointing the
functional aspects) or self-arrangement (considering the spatial traits). The research of such organized
systems (due to of their affinity to life and human race) has outspread globally. Theories of non-linear and
non-equilibrium dynamics, of chaos and dissipative structures, the fractal geometry and other branches of
modern science have been induced by organization problems. Present work is but a small touch to this
great topic. The spatial features typical for most organized structures and the quantification problem of
this property have been discussed here. Two measures of spatial organization dissimilar essentially in their
nature have been studied more detailed. One of them comes from the perception of information; other is
deduced from dynamical equations. Review of organization assessment concepts is reported in this study.
Main paradigms - system, structure, information - and corresponding parameters - entropy, negentropy - are
described for characterization two different - metric as well as information system.
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Introduction

Generally, populations, settlements and other developing
structures are possessed by features sustaining their exist-
ence, survival or prevalence. It is significant to study these
features – to learn to recognize and measure them as pro-
mising new ways of indirect (simpler and more effective)
management of development phenomena. The main atten-
tion of this paper is focused on the spatial organization – to
(geo)metrical and topological features giving the functional
advantages to the structure.

1. Task formulation

The informational measure R of spatial organization is
grounded on the Shannon entropy H . This function can be
defined as the distribution of spatial features of the indivi-
duals at fixed moment of time (i.e. making untold assumption
of ergodicy of phenomenon). Similarly the metrical meas-
ure of spatial organization M can be defined on the statis-

tical features of spatial units. It is derived from dynamical
equations and therefore it is carrying terms imperative for
development [1]. One may note some links between these
measures. Really, probabilities of spatial states pi, governing
values of entropy H and values of measure R, depend on
distribution of metrics (x,y, ...). Statistical features of indi-
viduals (comprising the given distribution) determine values
of the metrical measure M . So it is reasonable to expect that
values Ri and Si (calculated for the same structures) should
be significantly correlated. Otherwise, each of them reflects
different properties of spatial organization. In order to test
this assumption, comparative study of both measures should
be performed using the common and real data.

2. Historical overview

The term cybernetics is known from Ancient times in the
context of “the study of self-governance”. Science about
the ruling of environment or nation was called cybernetics
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by Pluto (428-347 B.C.) [greek kybernētēs - steersman, go-
vernor]. According to scientific notation of the end of XX
century, interdisciplinary study of the structure of regulatory
systems was defined by Norbert Wiener.

French physicist A. M. Amper (1775 - 1836) also observ-
ed cybernetics as a form of science. A famous russian me-
dic, philosopher and scientist A. A. Bogdanov - Malinovskij
(1873 - 1928) published an original philosophical treatise [2]
that represents the general idea of cybernetics - theory of or-
ganized systems. Unfortunately, the science and culture were
not ready for publications of Pluto, A. M. Amper and A. A.
Bogdanov at that time.

Clause Shenon (1948) in pioneering work [3] proposed the
measurement of something new - information. His work was
treated as a fundamental work for the theory of information
that constituted science of cybernetics. The new concept of
information was a standpoint of mathematical communica-
tion theory [4,5]. The main difference between cybernetics
and physics or chemistry is the way the system works - op-
posed to the way of physics and chemistry, it does not move
along the path of the highest probability. According to no-
tation of the founder of modern cybernetics - Ross Ashby,
cybernetic system selects the reaction pathway on direction
not related to the highest probability. Cybernetic system per-
forms the different actions using the information received.
These systems were called cybernetic as well as organized.

Physicists, as well as various analysers of system describe
their object of focus - system - as a function of cause-
consequence and describe it as a mathematical - logical bond.
In physics and chemistry, this is put together as a conver-
sion between energy and material, characterised by transfor-
mation laws, while it is described as transfer functions that
obey to general material laws, such as conservation law in the
theory of systems and signals. It is known that tangible sys-
tems naturally move along the direction of the highest ener-
gy state. That is the second law of thermodynamics, also
known as principle of Carnot that could be described as fol-
lows: “as time passes everything collapses, dissipates and all
the differences and gradients become void”. It is a parameter
of unorganized physical-chemical structures [6].

Live forms of organisms, social-economical and even
some of human-made technical systems that comply with law
of energy conservation while do not comply with the second
law of thermodynamics - they tend to move along the direc-
tions of even the smallest energetic states, thus causing the
growth of gradients. Characteristic example is well known
as the growth of embryo. Sniadecky [7] proposed the term
organized form or organic life form in 1804. Nowadays, they
are known as organized systems.

While observing various systems, we obtain data about
that system (areas and numbers of our observed objects) in-
formation about them. When observing any system - wheth-
er it is organized or not, we can obtain generated sequences
of data, making the system a source of information. Predic-

tion of that kind enables observing the system from theore-
tical point of view. Information theory statistically describes
properties of a signal instead of the ways the signal is trans-
mitted. In other words, it describes the source of a signal.

Shannon introduced some interesting ideas and techniques
to analyze sequences of discrete (binary) numbers generated
by various systems. The main purpose of information theo-
ry was to analyze electrical signals but in a matter of several
years it became indistinctable part of statistics, applied statis-
tics, computer sciences, cryptography, biology and physics.

3. Description of system and structure

System. System [greek systēma – composition] is a set of
interacting or interdependent components forming an inte-
grated whole. It is not required that an element would be
bond with every other element of the system, but an element
has to have a bond with at least one element in the system.
The properties of a system are described as a form of integri-
ty between bonds of elements in the system.

Structure. Structure [lot. structura – framework, constitu-
tion] is a fundamental description that describes location and
bonds of elements that make up any object. Structure is the
essential property that describes the stability and quality of a
system. Every structure has its own conditions of appearance
(causes), and it interacts with other structures (consequences
/ effects), also affecting the first structure. Nevertheless, is
should be considered that every structure is independent. On-
ly then observing of structures becomes possible.

Entropy is a thermodynamic property that can be used to
determine the energy of certain system available for useful
work in a thermodynamic process. The term entropy was
compiled in 1865 by Rudolf Clausius [greek entropı́a, en
+ tropē - in conversion.] There are two related definitions:
thermodynamic and statistical mechanics. Thermodynamic
entropy is a non-conserved state function. Increases in en-
tropy correspond to irreversible changes in a system, because
some energy is expended as waste heat. In statistical mecha-
nics, entropy is a measure of the number of ways in which
a system may be arranged, often taken to be a measure of
“disorder”.

Boltzmann entropy. The expression of entropy S used
in thermodynamics and statistical mechanics [6] is Boltz-
mann entropy (initiators are Ludwig Boltzmann and J. Wil-
lard Gibbs, 1870):

S = −kB ·
N∑
i=1

Pi · loge(Pi) (1)

The summation is to be provided over all the possible states
N of the system, and Pi is the probability that the system is
in the i-th state.
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Entropy in physics is a state function of a thermodynamical
system that describes irreversibility of processes in an isolat-
ed system:

dS ≥ dQ

T
(2)

where T - absolute temperature of a system, dQ - heat. For
isolated systems dS=0.

Although this law does not apply to open systems, so, en-
tropy describes very important class of processes - develop-
ment processes (from physical to social).

Apparently, both sides of equation are equal for reversible
processes and unequal for irreversible processes. The second
law of thermodynamics is an expression of the system ten-
dency that over time, differences in temperature equilibrate
in an isolated physical system. In classical thermodynamics,
the second law is a basic postulate applicable to any system
involving measurable heat transfer and defines the concept of
thermodynamic entropy dS.

4. Information

The term information means the knowledge that reduces or
cancels uncertainty of occurrence of an event from possi-
ble events sequence [8-9]. Information theory describes the
meaning of event in the same way as does the theory of pro-
bability:

i) event is appearance of specific element in specific array
of elements;

ii) occurrence of an indicated word or sign in a specific
message or a specific place of a message;

iii) any of different results of an experiment.
The purpose of a connection between two objects belong-

ing to the same system is the transfer of information from
source to its user. The measurement of information may be
described as follows. The amount of transferred data depends
on the surprise factor (the probability of receiving a message)
the lesser the probability, the more information it transfers.
The amount of information Ij transferred by the j-th mes-
sage sent from digital source of information is described as
follows, where Pj is the probability of the j-th message. The
unit of measure of information is bit.

Ij = log2

(
1
Pj

)
(3)

Since the probability of different messages is different,
there is a difference in transferred data. It is more convenient
to call the digital source of information as an average amount
of information transferred by a single message. By using the
definition of an average and the expression of amount of in-
formation on a single message, we can write down an expres-
sion of average amount of information:

H =
m∑
j=1

PjIj =
m∑
j=1

Pj log2

(
1
Pj

)
(4)

where m is the number of possible messages. The average
amount of information on a single message is called as an
entropy H of source of information.

Amount of information. The amount of information is a
measurement of occurrence of an event when the probability
is known. It is equal to a logarithm of a unit that is inversely
proportional to the probability:

I(x) = log 1
p(x) = − log p(x) (5)

where p(x) is the probability of an event x. If probability of
every event is equal, then the amount of information is equal
to the amount of solutions of this set.

General amount of information. The general amount of
information is a measure of appearance of two events, x and
y. It is equal to a logarithm of a unit inversely proportional to
the probability p(x, y) of occurrence of both events simulta-
neously:

I(x, y) = log 1
p(x, y) (6)

Relative amount of information. Relative amount of in-
formation I(x |y) - is a measurement of information about
the appearance of an event x when another event y occurred.
It is equal to a logarithm of a unit that is inversely proportion-
al to relative probability of an event x:

I(x |y) = log 1
p(x |y) (7)

Relative amount of information is equal to the difference be-
tween general amount of information of two events and an
amount of information of second event.

I(x |y) = I(x, y)− I(y) (8)

Shannon entropy. Shannon entropy H (see Refs. [3-5])
describes the unpredictability of information content. For va-
riable X:

H(X) = −
∑

P (x) · log2(P (x)) (9)

where P (x) is the probability that variable X occupies the
state x. In case if P=0 (no events)

lim
P→0

(P · log2P (x)) = 0 (10)

Shannon entropy allows measurement of the minimal amount
of bits required to decode a sequence of symbols based on the
frequency of symbols.

Let us assume that probability is the same for every state:

Pi = 1
N

(11)
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then
H(X) = log2(N) (12)

Entropy is equal to 1 only if the number of all possible states
of system is equal to 2.

Rényi entropy, Hartley entropy. Rényi entropy (named in
honour of Alfred Rényi) is more general form of Shannon en-
tropy in information theory [10] and it belongs to a branch of
functions that evaluate variety, uncertainty and coincidence.
Rényi entropy is known as a indexed power function (where
index α ≥ 0)

Hα(X) = 1
1− α log2

(
n∑
i=1

pαi

)
(13)

where pi is probability of xi from a set {x1, x2,...,xn}. If all
probabilities are equal, Rényi entropy is equal to:

Hα(X) = log2 n (14)

Otherwise entropy is defined as slowly descending functions
of α. When α = 0, there is a singular point:

H0(X) = log2 n = log2 |X| (15)

where H0(X) - is called as Hartley entropy of variable X .
This is the case when probabilities of receiving a signal are
equal. When α→ 1, Hα(X) converges to:

H1(X) =
N∑
i=1

pi log2(pi) (16)

that is Shannon entropy. Rényi entropies are applied in eco-
logy and statistics as a index of diversity.

Information entropy. Entropy in information theory is a
value indicating the information gained from the result of an
experiment. Information entropy for a system with a finite
amount r of states ξ={C1...Cn} is expressed by equation:

H(ξ) = −
r∑
i=1

pi log2 (pi) (17)

H(ξ) is called as information entropy, where pi is the proba-
bility of i-th state, r - number of states. Information entropy
has these features as following.

1. H=0 if and only if all probabilities Pi except one equal
zero.

2. For a given number of results n, H is max and equals
to loge(n), when all probabilities are equal. This is the
most uncertain situation.

3. Information entropy is additive: overall entropy of two
independent experiments is equal to the sum of separate
entropies of these experiments.

Entropy of random results of an experiment that consists of
possible results is expressed as follows:

H = loge(N) (18)

Lets assume that the set X = {x1, ..., xn} is a set of events
xi (i=1,...,n). Expressions I(xi) are amounts of information
of events xi, p(xi) as a probabilities of appearance of these
events. Also:

n∑
i=1

p(xi) = 1 (19)

Entropy is the average of information bits that are incom-
patible between themselves and constituting a full system of
events.

H(X) =
n∑
i=1

p(xi) I(xi) =
n∑
i=1

p(xi) log 1
p(xi)

(20)

When there are two mutually exclusive systems of finite
sets consisting of mutually exclusive elements and an event
occurs in one of those systems, it is an average value of con-
ditional information values, also known as relative entropy:

Lets assumeX = {x1,...,xn} as a set of events xi (i=1,...,n).
Lets assume Y = {y1,...,ym} as a set of events yj (j=1,...,m).
Expression I(xi|yj) is a conditional amount of information
of xi (if yj is fulfilled), and if p(xi, yj) is overall probability
of xi and yj .

H(X | Y ) =
n∑
i=1

m∑
j=1

p(xi, yj) I(xi|yj) (21)

Average entropy of a sign:

H ′ = lim
m→∞

(
Hm

m

)
(22)

there is an overall entropy ofm-signs. This limit may be void
if signs differ. Average entropy of a sign may be measured
by shannons per one sign (1 shannon - unit of information
named in honor of Shannon).

S-function and R-function. In order to calculate the pro-
portion between order and chaos, we implement the so-called
S-function:

S = H

Hmax −H
(23)

where H is Shannon entropy, Hmax is the maximum entro-
py of a system. When probability of every condition is equal
(marginal chaos) - it is a continuous function and its values
vary from 0 to infinity (see Fig. 1), although this function is
not limited. Then we introduce another function with a limit
and name it as an redundancy or R-function:

R = Hmax −H
Hmax

= 1− H

Hmax
(24)

Innovative Infotechnologies for Science, Business and Education, ISSN 2029-1035 – Vol. 2(9) 2010 – Pp. 17-22.



Nesterova. Overview of assessment concepts - 1. 21

Fig. 1. S and R functions. Adapted according to Ref. [11].

It is easy that this R-function, unlike an S-function varies
from 0 to 1 in an interval 0÷Hmax. We may assume, that
when these functions cross each other, system is in a har-
monic (balanced) state. After solving the equation, we get
the result:

H = 0.382 ∗Hmax (25)

This expression is called a golden crossection. According to
Kolkov [11] it is an universal unit of chaos and order. In other
words, there has to be 0.382 of chaos and 0.618 of order in to-
tal to maintain a harmonic state in a system. System in such
state is stable enough, while on the other hand, the level of
scatter and uncertainty is high enough to allow changes or
further stable evolution.

Shannon and Kolmogorov established that such examples
may be found: the limit entropy of any language reaches
number of 1.91 bit/character. Furthermore, if we divide the
limit value of entropy by maximum, we get the number 0.382
that we have already seen. There were researches in music,
poetry and arts, aswell. The relative entropy of top art works
is close to the golden crossection.

Antientropy. Antientropy is the cause of appearance of in-
formation as well as it’s unit of measurement or an expression
of organization (grading) of a system. According to the law
of Nernst, entropy by itself always increases and may never
disappear.

Shannon entropy is compared to a phenomenon called
negentropy. In the pioneering work [12] Leon Brillouin de-
scribed the principle of information negentropy saying that
obtaining information of micro-aggregate states of a system
leads to a decrease in entropy:

i) work has to be done to obtain the information;
ii) deletion leads to increase in thermodynamic entropy.

It complies with the 2nd law of thermodynamics, because,
according to Brillouin, reduction in thermodynamic entropy
on a local system, causes an increase in entropy elsewhere.
Negentropy is a contradictory conception, because effective
value of Carnot cycle may be higher than 1. Negentropy is
a measurement of both - information and organization of a
system.

There is a lot of information considering the information-
al organization because there are a lot of different entropy

forms. Therefore, our focus is placed on the aspects of met-
rical organization in order to recognise the favourable geo-
metrical properties for development of an observed structure.
Following section is devoted for metrical organization

5. Spatial Organization

It is known that some spatial features are imperative for a po-
pulation to function and to survive in spaces of finite extent
[13]. Structures exhibiting such properties have been called
as spatially organized.

Recognition problem. Populations and other similar struc-
tures function remaining under constant disturbances of va-
rious factors. Some of them (like scarcity of resources or
lack of space) distinguish in growing trends. Namely such
disturbances are putting inevitably the strain on population
dynamics. A critical situation (crisis) frequently leads to the
extinction of a population. However some of them manage
to survive learning to exploit more effectively habitats they
occupy (specialization). Finally, just very small part of grow-
ing populations contrives (sometimes in virtue of lucky mu-
tation) to function and survive outside habitats they upstart.
It was deduced [13] that a population to overcome repeating
crises should meet the inequality:

M(f(x1, x2, ..., xk)) ≤ f(M(x1), (x2), ..., (xk)); (26)

where f(...) – function describing a spatial unit;
(x1, ... , xk) – (geo)metrical features used to describe a unit;
M(...) – symbol of a mean value.

Ineq.(26) is a case of Jensen’s inequality [14]. A common
structure does not satisfy it (because of the function f(xi)
which as the rule is of convex type). Hence, a structure to sur-
vive must change itself insomuch to change this type of inter-
relationship f(xi). It was obtained by modeling [15-16] that
the negative correlations among some spatial features (x1, ...
, xk) are able to resolve this contradiction (note that a func-
tional feature causes the spatial transformation). Expanding
structure may not survive ignoring this term. Accordingly
to Ineq.(26) can be raised to the status of distinctive sign (or
criterion) of spatial organization.

Measuring the organization. The criterion to find the cer-
tain structure of population (expressed using Ineq.(26)) often
differs in values of ratio ri:

ri = M(f(x1, x2, ..., xk))
f(M(x1), (x2), ..., (xk)) (27)

(meaning of variables as in Ineq.(26). It is reasonable to
expect (see Ref. [1]) that the smaller is this ratio, the higher is
the organization of a given structure. Consequently in order
to assess the spatial organization degreeM of a structure, the
measure can be used [1]:

M = 1−
[

M(f(x1, x2, ..., xk))
f(M(x1),M(x2), ...,M(xk))

]
; (28)
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(meaning of variables as in Ineq.(26).
Only positive values of this measure from the range [0÷1]

are pointing the organization. While the negative values show
the structure states, when some part of structure is forced to
leave the space suitable for its existence. In this sense the
measure M is indicating the capability of a structure to com-
press itself, sustaining (even increasing) the diversity achiev-
ed before the later spatial crisis.

Discussion

Each of measures can be revised by condition associated with
the different features (functional, dynamical, etc.). Again, the
function f(xi) is able to represent a spatial unit of any com-
pound structure (population, community, etc.) There is no
logical contradiction against such interpretation. Concern-
ing this freedom the questions arise: which of these virtu-
al measures would be better revealing the essence of orga-
nization? Which of them would be more preferable for as-
sessment of the spatial organization in particular? Or would
be more effective for examination of community structure?
What sense would have a composition of both measures (say
the expression

R = 1−
[
H(p(ri))
Hmax

]
, (29)

where p(ri) are the probabilities of ratio values - Eq.(27).
There are no as yet compelling answers to these questions
significant for understanding of organization as well required
for practice. The rather relevant seem has to be any compa-
rative study of these measures.

Conclusions

1. There is no clear motivation how to select the prefera-
ble measure for the assessment of spatial arrangement
of compound structure.

2. It is unknown yet any direct relation between the func-
tional advantages of a real compound structure and the
organization measure R based on the entropy of spatial
features.

3. It is reasonable first to get up a comparative study of
different measures using the data of real populations or
other constituent structures.
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Abstract. Vital systems distinguish in some typical features making them resistant to disturbing action.
Their ability to take advantage from interaction with surrounding is called self-organization (pointing the
functions) or self-arrangement (considering the spatial traits). Research of such organized systems (because
of their affinity to life and human race) outspread globally. Theories of non-linear and non-equilibrium dy-
namics, of chaos and dissipative structures, the fractal geometry and other branches of modern science have
been induced by organization problems. Spatial features typical for most of organized structures and the
quantification problem of this property are discussed here. Two measures of spatial organization dissimilar
essentially in their nature have been studied more in detail. One of them arises from the perception of infor-
mation; other is deduced from dynamical equations. Review of structure model construction is reported in
this study.
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Introduction

Populations, settlements and other real structures are too
complex for research of their organizational features. Best
what is possible here is to try to exploit some assorted models
of these structures. So the modeling is the stage from which
depend the success of guiding research. The robust model
should meet some requirements of quality. First, it should
be as simple as possible (since the simplicity conditions the
efficiency of mathematical analysis). Second, it should keep
the essential features of reality (it must be complete). In order
to identify these properties (simplicity and completeness) it
is necessary to extend the viewpoint from a structure of re-
search to the whole reality (herewith entering the philosophy
sphere) [1]. Such a generalization helps to stay within bound
of reasonable simplification of a model sustaining herewith
its minimal similarity to the reality.

Organized structures may be described as a type of spa-
tial order, also known as negentropy. Previous publication
represents an overview of paradigms [2] used for so compli-
cated modeling. One type of indicators of the organization

are derived from the models of general dynamic processes,
while others show specifications of a single process, thus
making them either too general (reflecting rather theoretical
than practical point of view) or too narrow.

Purpose of this work is to look more comprehensively at
this construction with aim to employ a model suitable for the
prospective study of cartographical images which allows to
describe two-dimensional distribution of real structures - fo-
rest areas using several modern assumptions such as fractal
tools.

1. Model description

As it was pointed above, the simplicity and similarity to rea-
lity are two greatest advantages of a model. The amount
of meaning kept in the simplicity would be proportional to
knowledge and understanding of reality applied to a model.
The requirement of simplicity is also valid for axioms, for ex-
ample, a model gets better when the amount of axioms and
principles used to describe it is lesser. According to objec-
tives and the object itself, other properties also may be signi-
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ficant. The most significant principle for studying organi-
zed structures is the systemic principle that requires to model
every structure with properties of structures of adjacent high-
er and lower scale (note the ternary composition by means
of the principle: given-higher-lower). Let’s consider a terri-
torial view of population and its cartographic layer. It would
be impossible to analyse such a model using effective (math-
ematical) methods. To overcome this limitation, a graphical
structure model has to be transformed to some quantitative
expression called a mathematical analogue of given model.

Study of systems by a logical scheme “what would happen,
if...”, that is, implication, is barely applied at all. Known lo-
gical models are based either on the uniqueness of an original
territory, or on general traits of many territories, such as the
arid region, but there are no models that would be based on
both types. Ordinary notions of simulation and modeling are
pointing difference of these approaches.

For example, territorial objects, such as Lithuania (state),
Scandinavia (geographic peninsula), Raigardas (valley in
south Lithuania), Curonian Spit (peninsula in west Lithuania)
are unique in their spatial organization and history. Though
one may find among them many similarities in renewal, rep-
roduction, irreversibility, critical modes, conversions and (or)
other dynamical properties. Consequently in order to study
how such system manages to select the features suitable for
its survival and development, it would be reasonable to apply
the simulation procedure (relying on the individual proper-
ties). Respectively the modeling (vs simulation) would be
kind of the preferable procedure (perhaps...) for research of
their dynamics (relaying on that what is common - emphasiz-
ing the similarities).

Now let’s assume we face a change of situation, when the
structures become different in dynamical, though similar in
spatial features. How such a change should be reflected in
construction of a structural model? What features should per-
sist in a model when the structure is passing from one to an-
other situation? There are no compelling answers to the later
question. Some attempt to approach them is proposed further.

1.1. Philosophy of modeling

Theoretical structures are often compared with stained glass,
carpet or a puzzle, although, it does not reveal the point and
content of landscape. The whole idea of landscape should be

Fig. 1. Structure as an ontological triplet:
G – genome, M – morphome, S – symphysis.

pervaded with features of dynamics, self-organization, vitali-
ty. This requires the specific standpoint, or, to be more exact,
return to one of forgotten viewpoint [1].

According to Raicinskis [3], Kant [4], philosophy of Dao
[5], every object is triple inside. Each of them is constituted
of three inherent origins. Separate compounds could be de-
scribed as following:

a) active origin, genome,
b) passive origin, morphome,
c) substance receiving after allowing first two origins act

together, symphysis.
Genome is usually accounted for cause, morphome – for

shape, symphysis – for bonding between genome and mor-
phome (see Fig. 1).

Symphysis may be treated as an informational background
of reality. Sometimes it is used to describe the existential po-
tencies of a structure. Several examples are presented below:

i) energy-information-their junction;
ii) past-present-future;
iii) matter-antimatter-vacuum;
iv) positive unit-negative unit–zero;
v) something-nothing-anti-something.

There are well known interpretations from physics: from no-
thing may not appear something, however from nothing may
appear and exist something and anti-something. All of them
are also the possible interpretations of this general princi-
ple. It is natural that a particular basic element is difficult to
identify, as the reality appears from “association of three”.
And again the structures are composed of different sort of
substructures and their boundaries are quite vague (see Fig.
1). So it is more credible for actual model that basic elements
will be assumed with some probability to satisfy their defini-
tions than identified certainly. This shortage does not debase
the principle itself: a testable mistake is better than the total
defiance of the ontological nature of structure [1].

Symphysis describes the bond as well as the possibility, ex-
istential potencies of a structure, area of geographical struc-
ture. Symphysis is an information model of reality. Active
and passive elements of evolving structure may not be de-
fined and constant as well. They are made of difficult inner
structure and different origin.

1.2. Graphical scheme

Now the structure model may be displayed in geometrical
form as a trigram [1] - see Fig. 2. Real structures have
geometrical features. The trigram is lacking them, sustain-
ing only the topological mean. The symphysis is represent-
ed here by a spatial niche called areal. It always stays as
a background for other two spatial elements (patches). A
patch representing the genome commonly is put in a mor-
phome (representing a functional space) though sometimes
both patches can be spatially separated or dislocated in adja-
cent position (Fig. 3). In some other cases it is reasonable
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Fig. 2. Structure according to ontological framework.
G – genome, M – morphome, A – areal as symphysis.

to reduce the genomes to points or to represent them as
patches coinciding with their functional zones (morphomes).

1.3. Areal

Definition and contour of areal returns the axiom to a mo-
del graphically in a way where every specific phenomenon of
evolution exists in a specific, real and finite spatial area. If
evolution of a structure depends only on properties of inner
environment, then areal is not a part of a model of discussed
structure. If latter condition is fulfilled, areal characteristics
are excluded from the equations that describe the structure.
Although, if it is excluded, it may miss some hidden parame-
ters, so it is more convenient to use two definitions of areal.
Potential areal becomes part of a developing system once it
starts interacting with it. The ability of interaction is defined
by a probability. Once the interaction between a structure and
environment begins, their evolution becomes combined and
areal becomes as a part of a structure [1].

The environment of developing structure is made up of in-
teracting elements. Changes that occur at the elements of en-
vironment force a change in areal as well - its characteristics,
such as size, form, topology, may vary. Although topological
dimension of a curve is equal to l but otherwise general di-
mension of a figure is equal to 2. That is a reason for a new
type of dimensions - Hausdorff dimension DH .

Areal is very difficult and constantly changing structure,
although it is usually considered as a constant area or con-
tour as presented in Fig. 3.

It is difficult to determine boundaries of areal while it is
almost impossible to forecast the changes of areal because
structure observed is only one of many structures and inde-
pendent factors that affect and force changes in it. In order
to obtain more accurate result in geographic studies it is ne-
cessary to find solutions that are independent, or depend on
characteristics of an areal the least as presented in Fig. 4.

If model parameters of areal are more important than the
risk of failure, boundaries of areal are modeled according to a
specific procedure, for example methods of Tiessen and Vor-
noj assume that part of areal is proportional to measurements
of objects or their distances of interactions. All the area is
divided to smaller parts in a way that their boundaries would
be of similar distances to nearby binomes.

Fig. 3. Map of areal as twodimensional distribution.
Each isoline describes the different areal.

Such division of areas may look artificial at first sight, but
it is not. If there are no visible boundaries in reality, it does
not deny their existence. Many of boundaries drawn in carto-
graphic models actually exist in reality. There also are boun-
daries that exist, but nothing is known about their location,
origin and properties. Median boundaries summarize, aver-
age past and present, real and imaginary, actual boundaries by
reflecting the most common properties. Boundaries of mor-
phomes are modeled alike in cases when genome is an island
on morphome. Morphome in such case is like a microareal
of genome.

1.4. Genome and morphome

Pairs of these elements allow modeling most of the surround-
ing world. Every element of binome belongs to parts of struc-
ture that are essential for the other element, which, in accord-
ance is essential for existence of functioning and develop-
ment of the structure itself. Every element in binome has its
own geometrical and topological properties and changes of
it. The proportion between elements is equal to (1/N).

For example, if the genome represents rural area (objects
of one cartographic layer), morphome represents many lay-
ers: land, forests, waters. Sometimes, while creating a mo-
del it is unclear which element is active and which is passive
- proportion between the elements of observed structure is
unclear. In that case, simpler models, such as cartograph-
ic views and their graphic schemes may become handy [1].
Usually, genome is considered as an element that is capable
to develop by itself, while morphome is a complimentary

Fig. 4. Area parts of three different areals (top). Density of
corresponding components in the cut A’ – A" (bottom)
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Fig. 5. Different forms of islands after change of fractal
dimensionality. D – fractal dimension.

element for genome. For example, if we would consider po-
pulation an active element, it would be appropriate to consid-
er its habitat as a passive element of a structure. Interpreta-
tion like this is quite frequent, but it is optional. In reality,
structures and parts of them vary by their geometrical speci-
fications and change of them. Structures also should differ by
their size, form and binome element. Binome may expand to
the size of areal (A), but may never exceed it. Dots and lines
in a model represent small and elongated elements that may
never become equal to zero.

In our reality there exist more difficult alterations. In or-
der to model them, islands should be transformed to a back-
ground or islands may be formed in other islands, gaps that do
not belong to areal may appear on the areal. For example ele-
ments of binome may be different by topological proportion:
in one case, by removing one of elements, the other element
stays the same. In other case, it shrinks and gap appears in
its place. Point elements may become linear, while the latter
may become an area. That means, that elements may change
their dimension - see Fig. 5.

1.5. Binome

Territory that is observed may be divided to an infinite num-
ber of smaller parts and defined by trinomials. It is obvious
that these models will belong to different types because they
represent different objects, such as atoms and ecosystems [6].

The same territory may be divided to parts that have ana-
logic meaning or origin, so the amount of them would be sig-
nificantly smaller. These fragments still have some common
properties but may lose them, so it is impossible to further
divide them to analogical type as they are themselves. Frag-
ments like these are called elementary, their graphic models
are binary, models of binary elements - spots. Elements in
such model have geometrical and topological meaning.

Every evolving structure can be modeled according to the
fact, that they are open and binary - every structure has an ac-
tive element, genome, and part of environment that genome
interacts with and that is the second side of the same area.
Passive element may be referred to a functional area or to
the area of interaction. Otherwise, elements form the random
crossing.

The difference between traditional and proposed model
may be compared to difference between a community and an

ecosystem: landscape acts as a community in a cartographic
model. Binary model displays community with its habitat, by
highlighting its structure, features and spatial bonds. Binary
model is appropriate for modeling of non-reproductive and
interacting structures, such as rivers and their basins.

There are two ways to convert traditional single-member
model to binary model. That is achieved by converting
single-member component as a passive or an active compo-
nent of binary model. When active component shrinks and
becomes a singular point, binary model degenerates and be-
comes a single-member model, so traditional representation
of components on a map is a partial case of a binary mo-
del. Every evolving structure may be put together or divided
to binary components and their layers. They can be easily
transformed to elementary quantitative expressions and stu-
died by using effective mathematical methods. This ability
is the most valuable feature of the method. Of course, this
method, like any other has its drawbacks, for example, limits
of functional space have to be calculated in this method, but
these drawbacks do not outshine the merit of this method.

2. Indexes of metric organization

Evolution of population of organisms and similar structures
depends on their geometric shape. This property (metric or-
ganization) is defined by an indicator Mi - see Refs.[2,7].

2.1. Fractal dimension

The indicator of metrical organization is based on mathemat-
ical modeling of structures as well as describing the structure
itself. One of such properties is fractal dimension. It is now
known that it differs from topological which may obtain only
integer values (0, 1, 2,...).

The term fractal was introduced by mathematician Man-
delbrot in 1980’s [lot. fractus > fragere - to break, to create
an irregular ornaments].

Fractal structures, such as Cantor set, Pean curve, Koch
curve, Sierpinski triangle and carpet, Julia set, also known
as so called mathematical monsters, had been known before
the introduction by Mandelbrot. Although, only Mandelbrot
saw something more than mathematician’s mind in them and
founded new branch of mathematics - fractal geometry. In
less than 20 years term of fractal found its place in other
sciences: physics, biology, chemistry, sociology, urbanistics.
As it has already been mentioned - attractors of chaotic sys-
tems are fractals. That’s why fractal geometry is actually
chaos geometry.

Fractal is object that has a property of self similarity - ob-
ject may be divided to small parts that look like shrunken
reflection of a structure, for example, branch of a tree looks
like a shrunken tree, that’s why we can call trees as natural
fractals. There are a lot of natural fractals in the nature -
from plants and human organs(kidney, lungs) to mountains,
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Fig. 6. Pean curve. First three steps of formation
and final result - totally filled surface.

clouds and shore lines. Some structures are only partly self
similar, for example, trajectory of Brown particle is fractal,
but it is only partly self similar. In such case fractal is an
object where level of details increases while magnifying it.
Mathematically, fractal is a structure whose Hausdorff di-
mension DH is higher than topological dimension DT :

DH > DT (1)

Topological dimension DT is classical assignation of dimen-
sions of figures - it assigns 0 dimension for a point, l to a
curve, 2 for a plane, 3 for a cube, etc. There may be no
fractional dimensions. Later on appeared geometrical struc-
tures that had higher dimension than topological, for exam-
ple, plane filling curve. Fig. 6. represents Pean curve as a
typical example of plane filling curve.

2.2. Dimension of self similarity and coverage

The composition of most real structures manifest signs of self
similarity, DS . This feature can be measured by following
expression:

DS = log a
log(s−1) (2)

where a - partition number, amount of parts the figure may be
divided to; s - factor of magnification, the number of times
of magnification in order to get a part same sized as a initial
figure. As an example, dimension of a square may be calcu-
lated: square can be divided to 4 smaller squares.

After mentioned operation half-sized copies of the figure
itself occur. As we see - fractal dimension of simple figures
is equal to their topological dimension.

Fig. 7 represents the calculation scheme of coverage di-
mension. A figure is covered by squares - in case if it is on
a plane. In the case of n-dimensions, it is covered with n-
dimensional or n-D cubes. The length of an edge is equal
to Sk. The amount of squares that take up the figure, Nk
is calculated. Computations are compared with length of an
edge of another square Sk+1 < Sk. Then, the dimension of
coverage is presented below:

Db = logNk+1 − logNk

log( 1
sk+1

)− log( 1
sk)

(3)

Fig. 7. Calculation of dimension of coverage.

If it is covered with any other elementary n-dimension
units of volume and the radius of those volume units ap-
proaches 0, the dimension of coverage Db becomes Haus-
dorff dimension DH :

DH = lim
s→0

logN(s)

log 1
s

(4)

2.3. Power law to fractal structure

Another way to describe fractal dimension can be used for
practical purposes. Lets suppose our measured unit is u. If
s−1 is the accuracy of measurement, then the power law may
be applied to fractal structure:

u ≈ s−d (5)

As we set the logarithm of accuracy loge 1/s on x axis and
the logarithm of measured unit loge u on y axis, we get a
straight line whose slope is d. Fractal dimensionDC = d+1.

Using this method, the dimension of Great Britain island
shore had been measured: DC = 1.31. Actually, as we meas-
ure with rulers of different accuracy, we get different length
of a shore line. That is the case, because, as we increase our
accuracy of measurement, we take even smaller abruptness
into consideration.

Table 1 represents the typical fractal objects with the para-
meters. Fig. 8 represents Koch fractal (left) and Pean fractal
(right). Fig. 9 represents Sierpinski triangle (left) and trace
of Brown particle (right).

Fig. 8. Koch fractals (left) and Pean fractals (center, right).
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Fig. 9. Sierpinski triangle (left)
and trace of Brown particle (right).

Fig. 10. Scheme of spatial bordering of individs.

Fig. 11. Surface areas used for modeling.

Besides these three fractal dimensions there are more - in-
formation, entropy, etc. Usually, various dimensions on the
same object are equal, but sometimes they might differ.

3. Possible description of earth surface layers

In order to calculate the indicator of metrical organization, a
function of observed objects has to be specified, thus forcing
us to specify a model. The calculation of the indicator of
metrical organization is based on forms of spatial units in or-
der to determine the difference in organization of a structure
after the last crisis [7].

Table 1. Typical fractal objects.
Object Topological Fractal

dimension dimension
Curve 1 1
Square 2 2
Cube 3 3
Koch fractal 1 1.26
Pean fractal 1 2
Sierpinski carpet 1 1.89
Brown movement trace 1 2

Actually, elements should be displayed as in top of Fig. 10,
because forests are live and evolving structures. When creat-
ing a model, we have to predict that the structure is likely to
grow or shrink. Although, we consider that it will remain
constant when making a model - see bottom of Fig. 10.

Also, we need to know that areal may change - grow or
shrink, although, it is defined as a H=const in this model.

The best example of changes of habitat is dynamics of
tides. Three states of area of land are represented in Fig. 11:
first one defines a high tide - areal is significantly bigger than
areal in second state, that is neutral. Third one is low tide -
area of areal is significantly reduced [8-9].

Conclusions
1. The simplest part of a structure sustaining yet the es-

sential properties of reality is the ternary system. Three
basic elements at least should present (in recognizable
form) in any quantitative model of a real structure.

2. Binary and unitary formalism is incomplete and in-
sufficient to reflect the nature and essence of real de-
veloping systems.

3. To recognize the basic elements of a ternary model each
of them should be treated as a ternary system.

4. Fractal description is able to reveal and describe the
typical features of different structures.
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Introduction

Forests of definite size are analyzed in this work so their areal
is constant as well. Previous two our publications represent
an overview of paradigms [1] and novel model description
[2] based on information indicators which are useful for such
complicated modelling. The indicators give the required qua-
lity of landscape and represent the quality of residential envi-
ronment indirectly. Research data is taken from geographic-
al maps and analysed using geographic information system
(GIS).

Purpose of this work is an analysis of data based on me-
thods of mathematical statistics.

1. Real forests: methodology of description

Research data is taken from geographical maps and analy-
sed using geographic information system (GIS). The analyzed
segment of forests is shown in Fig. 1. Area of observation is
selected randomly. Then we assign a binome to the function-
al area according to a model described in Ref. [2]. Fig. 2
represents dividing of layer into binary components.

In order to calculate the indicator of metric organization,
we need to take the area of the binome in consideration. To
find the area of it, we have to know whole perimeter that con-
sists of outer perimeter of binome and inner perimeter of fo-

rest. Fractal dimension Dz of binome f(z) is approaching
the value of 2, and for area calculation we use the simplest
form:

Dz → 2 (1)

f(z) =
(
Pz
4

)Dz

→
(
Pz
4

)2
(2)

f(z) =
(
Pm + Pp

4

)2
(3)

where Pm - perimeter of the binome - area of forest,
Pp – outer perimeter of binome.
It is shown graphically in Fig. 3. This way, by analyzing data
from GIS, we may calculate indicators of organization.

2. Evaluation of organization in map layers

2.1. Metric organization

Index of metric organizationMi was described in Refs. [2-3].
We use the following routine for current modeling.

Index of metric organization. f(x) – is a function de-
scribing a component of a forest layer (xi – metrics of fo-
rests); f(x1, ..., xk) - function describing average value of a
forest layer; k – amount of components in a layer;

aemail: jelena.nesterova@gmail.com
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Fig. 1. Layer of digital map containing forest arrays.

Fig. 2. Dividing of layer (see Fig. 1, center-right)
into binary components.

f(x1, ..., xk) - function of component average values of a
layer;
Pm - perimeter of a component;
Pp - outer perimeter of binome;
Dm - fractal dimension of forests;
Sm - area of a component of forest layer.

Mi = 1−
[
f(x1, ..., xk)
f(x1, ..., xk)

]
(4)

f(x) =
{(

Pm
4

)Dm

+
(
Pz
4

)2
}

(5)

Pz = Pm + Pp (6)

Dm = lnSm
lnPm − ln 4 (7)

f(x) = 1
n

n∑
i=1

{(
Pm
4

)Dm

+
(
Pz
4

)2
}
i

(8)

f(x) =


(
Pm
4

)Dm

+
(
Pz
4

)2
 (9)

To determine the difference of a structure over the time
of evolution, geometrically correct forms of units should be
used. Function describing one element of a layer when de-
scribing it by metrics x and y would look like:

f(x) = x · y + r · sx · sy. (10)

where x and y are averages of metrics, r - coefficient of

Fig. 3. In order to measure the area of binome, perimeters are
calculated, where the perimeter of binome consists of outer and
inner perimeters. Inner perimeter is the perimeter of a forest.

correlation of x and y values, sx and sy - standard deviations
of metrics.

2.2. Informational organization

Three indexes of informational organization were described
in Ref. [2]. For current modeling we use the following rou-
tine, described in Refs. [4-6].

First index of informational organization.  
H(X) - Shanon entropy;
Hmax - value of entropy when all probabilities are the same.
Nk - amount of classes.
pi - probability of a specific result of experiment.
n(Pm) – amount of elements in a class sorted by a perimeter
of forests.
n(dm) – amount of elements in a class sorted by fractal di-
mension of forests.
N – total amount of elements.
S(Pm) - area of a class sorted by a perimeter of forests.
S - total area of forests.
S(dm) - area of a class, sorted by fractal dimension of forests.

R = 1− H(X)
Hmax

(11)

H(X) = −
Nk∑
i=1

pi
. log (pi) (12)

Hmax = lnNk (13)

pi = n(dm)
N

(14)

pi = n(Pm)
N

(15)

pi = S(dm)
S

(16)

pi = S(Pm)
S

(17)
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Second index of informational organization.  
T (n(Pm), n(dm)) - negentropy of experiment;
H(n(Pm)) - entropy of experiment with parameter Pm;
H(n(dm)) - entropy of experiment with parameter dm;
ni - number of elements in a class, sorted by perimeter;
N - total number of elements;
nj - number of elements in a class, sorted by fractal dimen-
sion;
H(n(Pm), n(dm)) - entropy of matrix n(Pm)× n(dm);
ni,j - elements of matrix n(Pm)× n(dm).

R = T (n(Pm), n(dm))
H(n(dm)) × 100% (18)

R = T (n(Pm), n(dm))
H(n(Pm)) × 100% (19)

T (Pm, dm) = H(n(Pm))+H(n(dm))−H(n(Pm), n(dm))
(20)

H(n(Pm)) = −
∑
i

ni
N

log ni
N

(21)

H(n(dm)) = −
∑
j

nj
N

log nj
N

(22)

H(n(Pm), n(dm)) = −
∑
i

∑
j

ni,j
N

log ni,j
N

(23)

Third index of informational organization.  
T (Pm, dm) - negentropy of experiment;
H(Pm) - entropy of experiment with parameter Pm;
H(dm) - entropy of experiment with parameter dm;
ni - area of a class, sorted by perimeter;
N - total area;
nj - area of a class, sorted by fractal dimension;
H(Pm, dm) -entropy of a matrix Pm × dm;
nij - elements of matrix Pm × dm.

R = T (Pm, dm)
H(dm) × 100% (24)

R = T (Pm, dm)
H(Pm) × 100% (25)

T (Pm, dm) = H(Pm) +H(dm)−H(Pm, dm) (26)

H(Pm) = −
∑
i

ni
N

log ni
N

(27)

H(dm) = −
∑
j

nj
N

log nj
N

(28)

H(Pm, dm) = −
∑
i

∑
j

ni,j
N

log ni,j
N

(29)

2.3. Correlations

It is very important to know the level of dependence. Various
correlations and other measurements of dependence are used
according to Ref. [7].

In order to estimate correlation bonds, the coefficient of
these bonds (unit of strength in statistical connections be-
tween variables) gains significance. It may be applied only
when there is a linear dependence in range [-1÷1]. The con-
nection is very strong if it equals to -1 and very weak when it
equals to 1. It is marked as ρ in theory of probability.

Coefficient of correlation ρX,Y of two random values X
and Y when their averages are µX and µY , and stardard de-
viations σX and σY is defined as follows:

ρX,Y = cov(X,Y )
σXσY

= E ((X − µX)(Y − µY ))
σXσY

(30)

Standard deviations σX and σY need to be finite and un-
equal zero for coefficient of correlation to have a defined
meaning. In the first part of the equation, we see the covaria-
tion of variablesX and Y that is the average of multiplication
of their deviation from average values.

Correlations may be positive or negative, depending on
their direction. For example, when there is negative corre-
lation, values of one variable decrease while the values of
other variable increase. Pearson’s coefficient of correlation is
used to measure strength of quantitative connections between
variables. Big values of this coefficient, either positive or ne-
gative, reflect strong correlation, while small values reflect
weak correlation. If correlation is insignificant, coefficient is
close to zero. Pearson’s coefficient of correlation is calculat-
ed by multiplication of pairs of values from two sets, after
subtracting the average. The difference is divided by multi-
plication of standard deviations.

rxy = 1
n− 1

∑
(xi − x̄) (yi − ȳ)

sxsy
(31)

where x̄ and ȳ are average values of observations x and y, sx
and sy - standard deviations of x and y. Coefficient of cor-
relation has these properties: when r = 1, all points (xi, yi)
are in a line that has positive coefficient of direction. When
r = -1, all points (xi, yi) are in a line that has negative co-
efficient of direction. When r = 0, all variables are linearly
independent. Table 1 represents the interpretation of strength
of correlation.

In order to prevent very strong correlation between unre-
lated variables, there is a check of significance in coefficient
of correlation:

i) zero hypothesisH0 states that coefficient of correlation
equals zero;

ii) alternative, H1 hypothesis states that coefficient is not
equal to zero.
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Table 1. Interpretation of strength of correlation.
Negative Positive Estimation

of correlation
-1.0 ÷ -0.9 0.9 ÷ 1.0 very strong
-0.9 ÷ -0.7 0.7 ÷ 0.9 strong
-0.7 ÷ -0.5 0.5 ÷ 0.7 average
-0.5 ÷ -0.3 0.3 ÷ 0.5 weak
-0.3 ÷ 0.0 0.0 ÷ 0.3 insignificant

In order to prove the H0 hypothesis, criteria t is intro-
duced:

t = rS

√
n− 2
1− r2

S

(32)

where r - calculated value of correlation. n - amount of cal-
culated values. Level of significance is free to choose. Let’s
assume that the level of significance α = 0.05. Hypothesis
H0 is rejected if absolute value exceeds the critical value of
Student’s distribution with n - 2 degrees of freedom on 0.5·α
level.

3. Data sources

Digital map of Lithuania was chosen as a data source. Layer
of forests was chosen as an object of observation. Areas of a
map were selected randomly.

Required amount of data. Using another form of Stu-
dent’s criteria and selecting the required accuracy, we may
determine the required amount of data:

t = (x̄− x̂)
σn

(33)

where x̄ is theorical average of data, x̂ - mathematical aver-
age of data, σn - dispersion of data. Switching it for sample
parameter, we get:

σ2
n = σ2

n
≈ 1
n(n− 1)

n∑
i=1

(∆xi)2 = s2
x̄ (34)

sx̄ = sx√
n

(35)

If there is a need of accuracy of 0.182, we may calculate
required amount of data from 2-43:

sx̄ = 0.182sx, (36)

0.182sx = sx√
n
, (37)

n =
(

1
0.182

)2
≈ 30. (38)

In order to get accuracy of 0.182, set of amount of 30 va-
lues must be used.

4. Results and discussion

Starting data represent the primary as well as derived para-
meters. Several primary parameters such as areas and peri-
meters of forest elements, areas and perimeters of binomes,
amount of elements in classes sorted by perimeter were used.
Nine indicators of organization were calculated - see Table 2.

Also derived parameters such as fractal dimensions, va-
lues of model function, average values of model function,
values of model function of average values; fractal dimen-
sion of forests; areas of classes sorted by perimeter and frac-
tal dimension, indicators of probability and informational or-
ganization, matrices for calculation of negentropy, values of
negentropy were included.

Main task could be formulated as follows: to find the
strong correlations as relations between indicators of metri-
cal (M ) and informational organization (R1,R2,R3,R4,R5,
R6, R7, R8). Such type relations could be most interesting.
Values of correlations for analyzed indicators are presented
in Table 3.

Looking at Table 3, we may conclude that the connection
between organizational indicators is weak or insignificant,
because correlation does not exceed 0.3.

It is necessary to point out that r displays direct connec-
tion. If correlation r = 0, it does not mean that there is no
connection at all. Non-linear connection may appear in this
case. We may conclude that because r is close to zero, there
is no suitable line by the data.

To check H0 hypothesis, values of t were checked (see
Table 4).

When α = 0.4, all values of t exceeding 0.855 are con-
sidered significant correlations and they are worth attention.
Values lower than 0.855 are considered insignificant. That
means that it is useful to analyse connections between fol-
lowing indicators:

i) M and R3 (1.080), R3 = f(M); see Fig. 4;
ii) M and R4 (0.913), R4 = f(M); see Fig. 5;
iii) M and R5 (1.308), R5 = f(M); see Fig. 6;
iv) M and R6 (1.308), R6 = f(M); see Fig. 7.
Choice of variables was done according the following

schema: X - indicator of metrical organization M , Y - in-
dicator of informational organization R.

Fig. 4 and Fig. 5 represent the dependences R3 = f(M)
and R4 = f(M) respectively. Following linear equations
were established from mentioned Fig. 4 and Fig. 5 respec-
tively (red line):

Y = 0.27678 ·X + 0.11983 (39)

Y = 0.19999 ·X + 0.10764 (40)

We set Student’s coefficient to 5% and see that the reliabi-
lity of correlation is 95%, but 67% of data is unreliable for
R3 and 27% of data is reliable for R4. Such data allow us to
conclude that connection between metrical and informational
organization is insignificant or there are no indicators when
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Table 2. Dependencies between indicators of metrical (M ) and informational organization (R1, R2, R3, R4, R5, R6, R7, R8).
Nr M R1 R2 R3 R4 R5 R6 R7 R8

1. 0.53 0.05 0.45 0.10 0.005 0.08 0.15 1.30 1.18
2. 0.58 0.21 0.06 0.21 0.32 1.43 1.20 1.08 1.25
3. 0.60 0.16 0.01 0.12 0.30 1.79 1.52 1.52 1.90
4. 0.38 0.21 0.35 0.35 0.40 1.27 1.53 1.02 1.10
5. 0.42 0.10 0.003 0.25 0.53 1.71 1.55 1.38 2.19
6. 0.47 0.01 0.30 0.77 0.38 1.11 1.55 3.15 1.16
7. 0.50 0.09 0.14 0.30 0.28 1.38 1.46 1.46 1.43
8. 0.68 0.06 0.02 0.06 0.23 0.98 0.94 1.14 1.40
9. 0.64 0.01 0.12 0.16 0.11 0.94 1.05 1.32 1.23
10. 0.56 0.04 0.01 0.14 0.43 1.07 1.02 1.03 1.55
11. 0.64 0.05 0.13 0.04 0.10 1.35 1.46 1.42 1.50
12. 0.59 0.13 0.42 0.74 0.24 1.28 1.93 3.58 1.22
13. 0.63 0.004 0.07 0.11 0.11 0.85 0.92 1.08 1.08
14. 0.32 0.01 0.34 0.31 0.11 0.46 0.69 0.78 0.61
15. 0.51 0.11 0.36 0.10 0.06 1.18 1.64 1.42 1.36
16. 0.60 0.08 0.35 0.14 0.06 1.23 1.72 1.67 1.52
17. 0.54 0.01 0.34 0.20 0.10 0.82 1.22 1.31 1.16
18. 0.48 0.03 0.17 0.15 0.09 1.29 1.51 1.60 1.49
19. 0.60 0.07 0.27 0.22 0.22 1.15 1.48 1.67 1.66
20. 0.63 0.06 0.30 0.18 0.13 1.16 1.55 1.23 1.17
21. 0.66 0.05 0.28 0.32 0.25 0.98 1.30 1.31 1.19
22. 0.51 0.04 0.47 0.17 0.01 0.83 1.52 1.34 1.12
23. -0.09 0.02 0.36 0.07 0.09 0.43 0.66 1.23 1.27
24. 0.63 0.01 0.53 0.41 0.14 0.45 0.95 1.38 0.95
25. 0.65 0.05 0.47 0.29 0.08 0.05 0.29 1.33 1.03
26. 0.63 0.004 0.17 0.57 0.69 0.21 0.25 0.76 1.06
27. 0.71 0.02 0.12 0.58 0.36 1.70 1.88 1.66 1.09
28. 0.61 0.40 0.64 0.06 0.02 1.51 2.48 1.92 1.85
29. 0.54 0.12 0.53 0.33 0.08 1.24 2.32 2.00 1.44
30. 0.78 0.10 0.42 0.72 0.61 1.55 2.41 2.21 1.59

probabilities are calculated by using areas of forest groups
that are classified by fractal dimension of forests (R3) or by
perimeter of forests (R4).

Fig. 6 and Fig. 7 represent dependences R5 = f(M) and
R6 = f(M) respectively. Following linear equations were
established from Fig. 6 and Fig. 7 (red line):

Y = 0.66599 ·X + 0.66504 (41)

Y = 0.89736 ·X + 0.84422 (42)

We set Student’s coefficient to 5% and see that the reliability
of correlation is 95%, but 37% of data is reliable for R5 and
36% - forR6. Such data allow us to conclude that connection
between metrical and informational organization is insignifi-
cant but direct when values of informational organization are
calculated by using expression of negentropy, where probabi-
lities are calculated by using amount of elements and divided
by entropy, which is calculated:

i) by using element number in class, classified by fractal
dimension of forests (R5) or

ii) by numbers of elements in a class, classified by fractal
dimension of forests (R6).

Although all indicators suggest that observed structures

are more or less organized, no connection between indicators
was noticed after reviewing all charts, because neither way of
examination showed strong direct dependence. Analytically,
both methods are similar - they both depend on connection
between the variables. Unfortunately analysis of correlation
did not confirm this assumption. Why there is no connection
between them? Organization of spatial structures is a term
that has multiple meanings. There is a possibility that this
property may not be represented by any single indicator and
needs multivariable characteristics. If, for example, one indi-
cator shows homogeneity, another may show anisotropy. In

Table 3. Correlations for indicators.
Indexes Correlation coefficients Pearson T -criteria
M and R1 0.07 0.371
M and R2 -0.10 0.532
M and R3 0.20 1.080
M and R4 0.17 0.913
M and R5 0.24 1.308
M and R6 0.24 1.308
M and R7 0.13 0.694
M and R8 0.09 0.478
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Fig. 4. R3 = f(M). Dependency of metric organization in-
dicator from information organization indicator when probabi-
lities are calculated based on the areas of forest groups that are
classified by fractal dimension of forests.

Fig. 5. R4 = f(M). Dependency of metric organization in-
dicator from information organization indicator when probabi-
lities are calculated based on the areas of forest groups that are
classified by perimeters of forests.

Fig. 6. R5 = f(M). Dependency of metric organization
indicator from information organization indicator when values
of information organization are calculated by using negentropy
where probabilities are calculated by the amount of elements
and divided by entropy which is calculated by the amount of
elements in a class, classified by the fractal dimension of fo-
rests.

Fig. 7. R6 = f(M). Dependency of metric organization
indicator from information organization indicator when values
of information organization are calculated by using negentropy
where probabilities are calculated by the amount of elements
and divided by entropy which is calculated by the amount of
elements in a class, classified by the perimeter of forests.

this case, there may be no correlation between them and only
future research will perhaps will solve this problem.

Conclusions
1. Research of cartographic layers in two different ways

(19 000 km2 territory was observed in total) shows that
there are no statistically significant correlations between
informational and metrical organization indicators. Two
conclusions come of this:
i) these indicators show different aspects of spatial or-
ganization;
ii) research done (variety of layers and numbers) is in-
sufficient to measure the correlation.

2. Variation of informational indicator values is bigger
than the characteristics of metrical indicator (Cu > Cv).
This difference is the significance of a structure.

3. Observation of real layers is not sufficient to determine
the sensitivity of indicators. Research should be done
by changing properties of layers by applying Moran and
Getis indicators in order to compare results. That would
help to determine the susceptibility of objects for spatial
heterogeneity, anisotropy and of metrical and topologi-
cal properties of layers.

4. In order to improve the research it is preferable to ap-
ply both: GIS and statistical computation routines for
estimation of spatial organization in cartography.
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