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A Word from Editors

This issue is devoted to the second part of the IIT-2007 
conference proceedings. The conference took place in 
Vilnius, November 2007 and was a successful event 
which give a vise to new ideas, formed new partnerships 
and generally received a positive feedback. 

The first section (Education) presents a thorough study of 
effective application of e-tools in education with emphasis 
on quality (Wandewaetere). Computer literacy and its 
problems are disclosed in short article be Lithuanian 
colleagues (Valavičius, Šiškevičiūtė). 

The second part (Information systems) is devoted to 
IT application in two different fields. An algorithm for 
data mining sequences in bioinformatics (Tumasonis, 
Tumasonienė) and matrix manipulation algorithm devoted 
to the quantum chemical tool NUVOLA (Galikova, Gruodis) 
are presented and discussed.  

Viltė Gridasova
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Abstract. When considering e-tools, we often think too much of innovative applications- whether they can have a direct 
implementation in education or not. Often, e-tools are seen as novelties, people are enthusiastic about them or not, 
and some try applying them as a separate tool or subsequently change from an already familiar tool to a new tool. 
However, when we want e-tools to be durable and that applications of such tools offer possibilities in education, we 
need a certain kind of quality standard. A strong link between innovation and quality is inevitably needed. This study 
gives an overview of determining criteria for the effective use of e-tools, for both students and teachers. Additionally 
to this research, several suggestions are formulated for the development of a pedagogical-didactical quality measure 
for the use of e-tools.

Keywords. E-tools in education; quality of e-tools; didactical use of e-tools.

Short title of the paper. The didactical quality of e-tools.
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9.2

Introduction 

During the last decade, the use and implementation of 
e-learning or electronic learning became a fully-fledged 
research area and also the use of e-tools has largely 
intensified. More and more, learners are being prepared 
for living and working in the digital era [1] and e-learning in 
the 21st century has many faces. As a consequence, many 
users are overwhelmed by this technology and are rather 
reticent about the umpteenth new tool or application that 
has been launched as the ultimate application in the field 
of e-learning.
 The area of e-learning applications has recently evolved 
from processes that are more focused on the distribution 
of information to processes where collaboration and 
reflection are central themes [1].  These changes in 
e-learning only have become possible by a continuous 
interaction between technical and didactical innovations in 
e-learning. As Ehlers [2] states, “technological applications 
changed from rather low innovative (traditional media) to 
high innovative applications, such as Web 2.0 applications. 
Also, pedagogical dimensions were revalued from low 
innovations (reaching old goals with old methods) to high 
innovations (reaching new goals with new methods)”.
 
1. Computer-based learning environments

Computer-based learning environments offer learners a large 
spectrum of supporting applications. These applications, 
often imbedded  in open learning environments, are 
developed to support learners in their learning process 
According to Clarebout & Elen [2], a distinction is possible 
between embedded software, such as feedback and 
the information structure in learning materials, and non-
embedded software where the initiative for use depends 
largely on the user. Non-embedded software can be 
considered as added to the learning environment. This 
non-embedded software is often described as tools. 
 To have a clear wording and specification of e-tools, 
we can look at the categorisation suggested by Jonassen 
[3]. This author categorises e-tools as being part of an 
instructional design model for so-called constructivist 
learning environments. The goal of these learning 
environments is to encourage problem-solving and 
conceptual development. This occurs by confronting 
learners with ill-defined problems. Jonassen’s system 
comprises the following categories. 
1. Information resources. These sources offer just-in-time 
information which helps the learner to solve the problem. 
An example of this is access to the Internet.
2. Cognitive tools. These are tools that support the 
learner in visualising, organising, automatising or replacing 
thinking skills. Information maps are an example of 
cognitive tools. 
3. Knowledge modelling tools. These tools make the 
understanding of the problem explicit and foster learners’ 
reflection on their learning process. Questions like “what 
do I know? “ and “What does it mean?“ can characterise 
knowledge modelling tools.
4. Performance support tools. They support the 
cognitive functions necessary for performing a task, such 
as arithmetic and data-storage. By using these tools, 
learners can concentrate more on higher-order cognitive 
processes.
5. Information gathering tools. Such tools help learners 
in searching for certain information so that learners can 
stay focused on the problem solving process.

6. Conversation and collaboration tools. Social interaction 
is an important aspect in the learning process. Learning 
can be simplified by lending support to a discussion 
forum, a knowledge building community and a community 
of learners. This includes tools like e-mail, wikis, weblogs 
and etc.
 It is obvious that the most widely known e-tools 
can be placed under the category of conversation 
and collaboration tools. Still, most electronic learning 
environments (ELOs) have enough possibilities to relate to 
other categories of e-tools, for example, the construction 
of a trial assessment in an electronic learning environment 
as support for reflecting on the learning process (tools 
for knowledge modeling). Other examples could be the 
assignment of making a mindmap (cognitive tools) or 
increasing information skills by integrating goal-oriented 
search tasks on the Internet (information gathering 
tools).

2. Effective use of e-tools in 
computer-based learning environments

Offering e-tools is one thing, however, the effective 
use of them is an absolutely different issue, and that is 
where problems often arise. A possible cause of these 
problems stems from the transition from pen-and-paper 
learning materials into web-based learning materials. The 
way the existing course materials are turned into web-
based materials often prevents an effective and efficient 
use of e-tools. Most instructors, coaches or teachers 
simply import or drop their pen-and-paper courses into an 
electronic learning environment and consider the “e” of 
e-learning as fulfilled. However, e-learning does not only 
comprises electronic learning or ELO-supported learning, 
but also presupposes an efficient learning process. 
In a great number of cases people get stuck with the 
regular applications of e-learning, without considering 
the didactical approach to e-learning or the process of 
efficient e-learning. That is why e-learning could expand to 
e2-learning or efficient e-learning.
 The use of ELOs supposes a high level of learner 
control and the possibility that learners regulate their 
own learning [4]. This implies the selection of the most 
suitable tools to support this learning process. In creating 
electronic learning environments, teachers or coaches 
have to bear in mind several things, namely:
i)  the process of tool use;
ii)  the motivation for using tools;
iii)  possible individual differences between learners;
iv)  the efficiency and intensity that learners use the tool. 
 In a review of the research literature focusing on the 
factors influencing the use of e-tools, Clarebout and Elen 
[3] distinguish four possible factors. The first factor can be 
described as student’s characteristics. According to Elen 
[5], several characteristics of students will influence the 
use of tool. However, scientific research does not yield 
univocal conclusions. The second factor that can influence 
the use of e-tools is the task and working method. Less 
detailed tasks will require a wider use of e-tools and tasks 
that give the learner a large amount of self-control will allow 
integrating and using more supporting tools. However, 
researchers have to consider the possible interaction 
effects between working method, learner characteristics 
and tool use in interpreting the inconsistent results that 
are frequently reported.
 Explicit encouraging of using a tool is considered 
as a third factor influencing the effective application of 
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e-tools. This process of encouraging includes giving advice 
and support, and appropriate instructions or teasers to 
trigger students when making assignments. Hereagain, 
interaction effect can have influence at this point [6]: the 
explicit encouraging of using e-tools is supposed only to 
have effect on active learners, but not on passive learners. 
Yet, learning style is a possibly moderating variable. Finally, 
the nature of the tool itself is considered as the fourth 
influencing factor. Of all tool categories that are comprised 
in Jonassen’s above-mentioned system,  the performance 
support tools (arithmetic tools and data-storage) and 
information gathering tools have been most frequently 
used by students [7]. Nevertheless, only the purpose of 
the tool and the type of support that the tool offers is 
considered. More inherent characteristics such as the tool 
quality have not been discussed in literature, as far as it is 
known. As Ehlers [8] states, we have to bear in mind that the 
quality of a learning process cannot be captured in terms 

of something that is offered via a learning environment to 
the learner, which is similar to a unidirectional approach 
of e-learning. Quality of a learning process can rather be 
described as a process of coproduction and interaction 
between the learner and the learning environment. This 
is a more multidirectional approach to e-learning. To put 
it differently, it is the learner who defines to what extent 
the learning environment can be considered as successful 
and in what way the e-tools will be effectively used. The 
provider of the learning process, the teacher, trainer or 
coach, however, can assure that a maximally suitable and 
high-qualitative learning environment will be created in 
which the chance for success is optimized. 
 Ehlers [9] states that, according to learners, the 
quality concept comprises more than only instructional 
of technological interface design. Based on a large-scaled 
survey, Ehlers was able to distinguish seven quality fields, 
briefly described in table 1[9]. 

Table 1. Ehlers’ quality fields 

Quality field Description

Instructor support Includes a two-way interaction, in which the learner not only receives feedback but 
also gives feedback to the instructor. This field also includes active support of the 
learning process and individual support.

Collaboration Consists of active creation of knowledge, group activities, possibilities for online 
discussion, etc.

Technology Adaptability and personalisation are the core words.  As well, learner must have the 
possibility for synchronous communication (e.g. chat, videoconferencing) and consulting 
the e-course materials off-line.

Costs and benefits This is closely related to the expectations learners have. The higher the expectations, 
the higher the benefits and the lower the costs should be. The costs and efforts that 
are expected from learners have to be in subjective proportion to the benefits that are 
related to the course. However, this depends on learners to a high extent. 

Information transparency The main questions at this point are as follows: do learners get advice before they 
start the course? Who is the helpdesk in case of technical problems? What is the main 
goal of the course? An overview of the course also improves the quality.

Course structure Providing a manual or workshop to introduce the learning environment heightens the 
quality of the learning process. Also, providing intervening tests and/or assessments 
via the electronic learning environment is a positive factor. 

Didactics This category often overlaps with the previously described categories and comprises 
the following features: extending the learning environment with access to background 
materials, presentation materials, goal-oriented structuring of the course,  the fact that 
the e-course cannot be considered as an appendix of a pen-and-paper course, feedback 
on the learning process by offering assessments and tests, and the availability of 
individualised tasks.

Other studies [9; 10] also distinguish several dimensions 
that are determining the success of electronic learning 
environments, such as the information quality, system 
quality, quality of service, system use, user satisfaction 
and net profit. 
 The elements above can clearly be in aid of a needs 

analysis. Needs often are classified in two categories: 
needs referring to the content and needs referring to the 
organization. Often, these needs analyses are made from 
the e-tools developers’ point of view. As a result, there is 
a difference between theoretical quality of e-tools and the 
experienced quality. Table 2 gives an overview.

Table 2. Types of quality

Factor Theoretical quality Practical quality

evaluator developers users

influence of context context independent context dependent

evaluation cognitive cognitive/affective

attitudes positive or no influence positive/negative

beliefs positive or no influence positive/negative
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 The quality of e-tools and of e-learning environments as 
evaluated by the users (instructors and learners) is largely 
dependent on the context and goals. Besides cognitive 
factors, there are affective factors that play a role in the 
evaluation of tools (e.g., motivation, openness for new 
things). The frequently undervalued influence of attitudes 
and beliefs is often not considered when analyzing the 
quality of e-learning. 
 When we want e-learning to be revalued to e2-learning 
(efficient electronic learning), we have to bear in mind two 
additional issues. First, there are the pedagogical-didactical 
needs, or questioning what an instructor wants to reach 
by means of the electronic offering of learning materials. If 
the answer on this question can only be formulated from 
the point of the organization (e.g. the teachers have to 
start applying e-learning; there is no other option as the 
license has been bought etc.), then e-learning has probably 
little chance to succeed. However, if an instructor is eager 
to support or enhance the learning process by using 
e-tools, then this motivation increases the chance of an 
effective and successful use of the applications, both for 
the instructor and the learners. A second group of needs 
are technological by nature. Technological foreknowledge 
and requirements and an eventual lack of such are one 
of the main thresholds preventing users to start using 
e-learning of building up an ELO. 
 The central question in the below-presented research 
is what kind of requirements - didactical and technological- 
an e-tool has to comply with in order to realize a positive 
attitude of users that leads to an effective use of the 
tool. This question is set both with instructors and with 
learners. The following sections describe the method 
of data collection, the results and conclusions. Further 
research is discussed and the last section offers an 
overview comprising guidelines and possibilities for 
qualitative implementation of e-tools in course design.

3. Methodology

3.1. Participants. All students and lecturers of the 
University College KATHO (Belgium) were considered as 
eligible for the research, since all of them have experience 
with on-line learning environment (based on Blackboard®) 
that is used in education offered by KATHO. KATHO has 
seven departments, offering 18 practice-oriented basis 
trainings, with 34 specialisations (bachelor degree). The 
students and lecturers came from all departments. The 

questionnaire was placed in the KATHO on-line learning 
environment. In a period of 10 days, 25 lecturers and 316 
students answered the questionnaire.
3.2. Materials. The questionnaire was divided into two 
parts. In the first part, technical aspects that may influence 
the effective use of e-tools were listed. The second part 
gave an overview of didactical aspects. Participants were 
asked to give their personal top three in both lists. They 
had to indicate what they considered as the three most 
important technical and didactical criteria that e-tools 
should meet to be effectively used. Participants also had 
the possibility to add new criteria. 
3.3. Procedure. All students and lecturers received an e-mail 
with the aim of the research and a link to the questionnaire. 
In order to bring about a univocal interpretation of the 
e-tool concept, a short description was given before the 
start of the questionnaire. Participants had to fill in the 
questionnaire at once and were prompted when they left 
one or more items blank. 

4. Results

4.1. Technical aspects. According to the lecturers, there 
are three most important technical aspects, namely: in 
the first place, the tool has to be simple in use (68% of 
all respondents); second, it has to be time-saving (52% 
of the respondents); third, it has to reduce the amount 
of paper (36% of the respondents). The students pointed 
out the following factors: simplicity of the tool (55% of 
the respondents) stands first; the fact that a tool has 
to be free of advertising (44% of the respondents) was 
chosen as second, and thirdly, the tool has to work fast 
(39% of the respondents). The eye-catching fact found 
by the research is that both the students and lecturers 
are willing to work with several applications, and only 
few respondents (16% of the lecturers and 12% of the 
students) emphasized that it is vitally necessary that 
the tool can be integrated in other programs or learning 
environments. The language in which the tool is offered 
(Dutch interface) is important for only 1/4 of the lecturers 
(24%) and students (23%). Extensions of possibilities to 
personalise tools are highly valued by tool developers, but 
less by the users: only 8% of the lecturers and 10% of 
the students consider personalisation as a condition for 
effective tool use. Table 3 gives the values (percent of 
users that placed the criterion in their top three) for each 
technical criterion.

Table 3. Technical criteria and importance according to lecturers and students

Technical aspects Lecturers,  (%) Students, (%)
offline use 0 10,71
simplicity 68,00 55,09
no high memory required 4,00 16,71
fast download 0 20,89
integration in other software 16,00 12,27
free of adverts 32,00 43,60
Dutch interface 24,00 22,72
fast 28,00 39,43
simple navigation 28,00 16,97
time saving 52,00 33,94
less paper 36,00 25,85
no fast connection required 8,00 4,70
personalisation/extensions 8,00 10,18
other 0 0,26

Vandewaetere. The didactic quality of e-tools



 The additional criteria given by students were mainly 
individual and are summarized in Table 4. From the results 

it is obvious that a “good” tool has to be simple in use in 
the first place.

Table 4. Technical criteria – individual additional comments

Technical aspects. Individual comments by users

- One can choose his/her own user name and password.

- The tool has to be clear, especially for people using the tool for the first time.

- Memory of use, e.g., task search, auto-fill etc.

- Content can be copied to other programs (e.g. text editing programs).

- The tool does not take up too much space/memory.

- The tool must work without problems. Sufficient information has to be provided, e.g. a conveniently arranged 
manual.

- The tool is easily accessible.

- An amusing interface is always good.

- The tool may not cause conflicts with other software.

- The tool is reliable (no crashes).

- The tool is always available.

- The tool has to be universal and can be available for other schools and institutions.

- The tool can be used on other platforms (e.g., Linux).

4.2. Didactical aspects. According to the lecturers, in the 
top three of didactical aspects the following two criteria 
share the first place: a tool has to foster interactivity 
and has to lead to a more efficient collaboration (both 
aspects have won 44% of the respondents’ replies). For 
the lecturers, a tool also has to lead to more simplified 
communication (40% of the respondents). The students 
place a more efficient collaboration on the first place (51%), 
followed by more simple communication (48%) and on 
the third place is the flexible supply of learning materials 
(47%). Obviously, both groups consider the support of 
communication and the flexibility of the learning process 
as the most important criteria when evaluating e-tools. 
The aspect whether a tool was successfully used by peers 

(lecturers or students) previously in other situations or 
courses (good practice) or not has little influence on the use 
of an e-tool (lecturers - 8%; students- 11%). The attitude 
of other lecturers or other students also has little impact 
on the effective use of a tool (lecturers- 20%; students- 
12%). Using a tool only because it will enhance the course 
or learning materials to a higher level is important only for 
1/4 of the lecturers (28%) and one fifth of the students 
(18%). Again, this fact emphasizes the necessity for a 
pedagogical-didactical justification of the implementation 
of e-tools – it cannot be limited to mere using the tool 
just because such a tool exists. Table 5 gives the values 
(percent of users that placed the criterion in their top 
three) for each pedagogical-didactical criterion.

Table 5. Pedagogical-didactical criteria and importance according to lecturers and students

Pedagogical-didactical aspects lecturers,  (%) students,  (%)

more simple communication 40,00 47,52

flexible learning materials 36,00 47,26

more simple assessment 12,00 14,36

more interactive 44,00 37,60

requires no training 28,00 34,47

higher level of working 28,00 18,02

course exceeding didactical goals 24,00 20,10

easy transformation from pp to e-content 12,00 10,71

successful use in other courses 8,00 11,23

positive attitude of users 20,00 11,75

more efficient collaboration 44,00 50,65

other 0 0,78

 The additional didactical criteria that were provided 
were mostly content-related and are represented in 
Table 6. It is apparent that from a pedagogical-didactical 

perspective the flexibility of communication and the 
learning process are crucial. The main function of e-tools is 
supportive. 9.5
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Table 6. Pedagogical-didactical criteria – individual additional comments

Didactical aspects. Individual comments by users

- “Doing new things in new ways” (Marc Prensky).

- On the one hand, the relation between instructor and learner is more intense (interactive), on the other hand, one 
can develop a more clearly structured self-study package.

- A tool has to establish good communication between the provider and the receiver.

- Tools help to understand the course better. They give you the feeling that you are not alone and that support is 
always available. They also give the possibility to participate actively in the learning process.

- The content of a tool has to be up-to-date; it cannot comprise any outdated information. 

- The tool may not be laborious, but has to be effective in use.

- Not only exercises and solution can be provided, but also courses and handbooks can be available (e.g., pdf, e-
book)

- School and instructors has to use the tool logically and consistently, so that the learners do not have to look at 
several places if they have missed anything.

- Subjective opinions are less possible.

- Thanks to e-tools, one can work always/everywhere. You are not limited to a particular time.

- The tool supports the course materials.

- A tool may not be obliging, only supportive for those who really want to use it.

5. Conclusions

This study takes a first step toward a more interactive 
collaboration between developers or providers of e-tools 
and electronic learning environments on the one hand 
and the users of these applications on the other hand. 
Lecturers and students of the University College KATHO 
were interviewed about what they considered as most 
important criteria in order to effectively use an e-tool. 
Criteria were divided into technical and didactical criteria. 
According to lecturers, a good e-tool is easy to use, is 
time-saving and helps to reduce the amount of paper. Also, 
e-tools should support an interactive learning process 
and lead to a more efficient and simple communication. 
According to students, an e-tool has to be easy to use, 
has to work fast and has to be free of advertising. 
Moreover, encouraging an efficient collaboration and 
simple communication is a necessity to function as a 
good tool. Learners also expect that a good tool makes 
it possible to offer the learning materials in a flexible way 
(anytime anywhere content).
 The main conclusion of this research is that as far as 
the technical aspects are concerned, the learners and 
instructors have low expectations and demands. Features 
as software compatibility, integration in other software, 
interface design, etc. are considered as nice to have, but 
not need to have. They are not considered as necessary 
in order to qualify the e-tool as a good tool. Closely 
interrelated with this is the KISS-rule: “keep it short and 
simple” or “keep it stupidly simple”.  When considering the 
pedagogical-didactical aspects, communication-related 
criteria take a prominent place. Tools serve for supporting 
and enhancing the communication and have to make the 
learning process more flexible. Related to the didactical 
criteria expectations are rather high, and exactly these 
criteria are often considered as less important when 
implementing e-tools.

6. Discussion discussions

What determines whether e-learning in an organisation or 
institution can become successful or not? This question 

is at the basis of many debates and research concerning 
the quality of e-learning. Still, the quality concept is often 
looked at unilaterally, from the view of the developers, and 
needs analyses often are performed from an organisational 
point of view. Questions that are posited refer to the 
content that will be offered (what?) and the method of 
offering (how?). In both questions and their answers, the 
content is often subservient to the tools that will be used. 
In many situations, a tool is selected first, after which 
the possibilities of the tool are explored and instructors 
search how they can incorporate the tool as much as 
possible. This can be considered as a top-down approach: 
from the tool to the content. A more valuable approach, 
resulting in a greater chance to effective e-learning is 
the bottom-up approach. With this approach, instructors 
ask how they can improve their course materials, how 
they can enhance the quality of the learning process by 
modifying their course. Based on the didactical needs for 
the course modification, instructors can select which tools 
suit the best in order to reach their goals. This bottom-up 
approach starts from the didactical point of view en puts 
the content and didactical methods first.
 There should be an interaction between the possibilities 
and features of e-tools and the content. If the learning 
materials are of that kind that it is more efficient to offer 
them in pen and paper, there is no sense in trying to fit 
in these materials in an electronic learning environment. 
Based on the technological and pedagogical-didactical 
needs of users, e-tools have to be further developed, 
optimised and adapted, and, vice versa, based on more 
refined e-tools, pedagogical-didactical methods can be 
evaluated, adjusted or completed.  The important and 
necessary issue is a continuous interaction between 
technical innovations and pedagogical-didactical 
innovations. This calls for a new way of thinking for both the 
tool developers and instructors. E-tools developers should 
think about the needs of instructors or learners and ask 
themselves which learning-related goals can be reached 
by using the tool. It could be as well useful if instructors 
and learners think more like developers and ask how the 
tool can be improved. Alternatively, they can participate in 
discussions on software improvement. By doing so, users 
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and instructors learn how to reflect critically on their use 
of tools, can interact with other users that are more or 
less advanced in  using the tool and have the possibility 
for a broader and more intense use of e-tools. Such 
discussions may be useful for tool developers as well. By 
having a direct contact with the base (i.e. the users), tool 
developers can promptly improve e-tools. Based on users’ 
real-life positive or negative experiences with e-tools or 
some aspects and parts of those, it is easier to adapt e-
tools in a user-oriented way.
 Electronic learning environments and e-tools are 
becoming more oriented towards the learner and ask for 
active feedback by the users of the learning environments. 
As a consequence, there is strong need for a pedagogical-

didactical support when implementing e-tools and when 
transforming pen-and-paper courses into electronic learning 
materials. The use of a tool because such a tool exists is 
not enough and there is a need for a structured approach 
when one wants to start using e-learning of implementing 
e-tools in a highly qualitative and well-considered way. 
Related to this, we can refer to the Technology Acceptance 
Model (TAM [11]). This model states that the intention of 
effective use of a tool largely depends on the evaluation 
or appraisal of the tool use. Usability can be related to 
the technical quality criteria, the usefulness of the tool 
is comparable with the didactical criteria. Fig. 1 shows a 
completion of the TAM-model, adjusted for the quality 
concept. 

Fig. 1. Completion of the Technology Acceptance Model, adapted for quality.

 It is worth paying attention to the gap between what 
an electronic learning environment can offer and the 
expectations that the users have to this environment in 
terms of didactical and technical criteria. Indeed, recent 
research shows that there is still a large discrepancy 
between desires and wishes of the users and what 
technology can offer [12].
 Based on the definition of Ehlers’ quality construct 
[1], the following section contains the material consists of 
suggestions (specific for higher education with electronic 
learning environment) to improve the quality of the 

e-learning process, based on a pedagogical-didactical point 
of view. Obviously, not all quality fields will be equally 
represented because some applications are still in the stage 
of development, testing or evaluation. The overview below 
(see Tables 7 to 14) should not be considered as a standard 
or fixed approach, but rather as providing guidelines 
with possibilities to reflect when evaluating the quality of 
electronic learning materials. Also, this overview of practical 
implementations offers a window on the broad range of 
possibilities that exist to go further than simply import pen-
and-paper materials into an electronic learning environment.

Table 7. Practical implementation of theoretical quality constructs – Support provided by the instructor

Quality field 1: Support by the instructor

Possibility for two-way interaction

WHAT? Learners do not only receive feedback but also send feedback to the instructor of the course.

HOW? By means of intermediate assessments of tests, questioning the course content. This can help the 
instructor in the further refinement and improvement of the learning materials for following learners.

Moderation of the learning process

WHAT? Active moderation of the learning process in a communicative way.

HOW? Discussion forum in the ELO with a forum “questions to the instructor”.

Learner-oriented interaction versus content-oriented interaction

WHAT? The learner-oriented interaction puts more emphasis on the personal learning process of the learner, while 
the content-oriented interaction focuses on the communication between the instructor and the learner.

HOW? Both types of interaction can be obtained via discussion fora. By asking directed questions (by the 
instructor) the learners will be able to start a reflection process.

Individualised learner support

WHAT? Focuses on the specific needs of the learners and foresees additional information according to the 
interests of the learner(s).

HOW? A page with links, additional documents or organising theme-based videoconferences with active 
participation of the learners.
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Quality field 2: Collaboration and communication in the course

Social collaboration

WHAT? An online course should focus on collaboration with other learners, experts, mentors or instructors. 

HOW? On-line group discussions (chat, videoconferencing, mail-newsgroups etc.).

Discursive collaboration

WHAT? Collaboration where the emphasis is not on the social aspect, but rather on the actively creating 
knowledge.

HOW? Group work via weblogs, creating wiki’s, websites, making movies, developing a manual (also possible 
with the pen-and-paper approach).

Table 9. Practical implementation of theoretical quality constructs – Technology

Quality field 3: Technology

Adaptability and personalization

WHAT? Can the learning environment be adapted according to the personal preferences of the user? Also 
providing the facility that after logging in the users can start where they logged out the last time.

HOW? Most electronic environments offer a broad range of personalisation facilities (e.g., colors, lay-out, 
adding figures etc.). Both for the instructor and for the learner.

Possibilities for synchronous communication

WHAT? Does the learning environment have a synchronous communication facility?

HOW? Use references to communication tools (chat tools) in the links-page of the electronic learning 
environment.

Availability of content

WHAT? The learning material should be available in several formats (preferably in pdf-format). The learners 
should have the possibility to download the materials on their own computer and consult the materials 
offline.

HOW? Protected text editing documents of creating documents in portable document format (pdf). Large files 
can be zipped in maps.

Table 10. Practical implementation of theoretical quality constructs – Costs, expectations, benefits

Quality field 4: Costs, expectations and benefits

Expectation of individualization

WHAT? The expectations that the learners have regarding the flexibility of online learning and its individualised 
aspects, concerning the content as well as the support and guidance.

HOW? Permanent announcement on the electronic learning environment gives the learner an overview of 
what he/she can expect. Make sure that the learners’ expectations fit closely to the content that an 
instructor can and wants to offer (downsize if necessary). 

Individual non-economic costs

WHAT? The efforts that are required from the learners to stay motivated and concentrated for a course with a 
strong individualised route.

HOW? Posting announcements on the electronic learning environment, on a regularly basis, encouraging e-
mails to all learners halfway the course, before an exam etc.

Economic costs

WHAT? Financial costs.

HOW? A link to the Internet providers that offer cheap(er) rates for instructors and learners.

Practical advantages

WHAT? Learners expect practical advantages of online learning in their daily lives.

HOW? A page with links to interesting websites, a weblog with applications of the course content, stories of 
the graduated learners, best practices etc. 

Interest in the use of the course and media

WHAT? Learners are not only interested in the content but also in the e-tools that support the learning 
process.

HOW? Maximum integration of e-tools in the tasks, assignments, group work etc. A diverse stock of best 
practices based on the feedback from the previous learners, the previous experiences.9.8
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Table 11. Practical implementation of theoretical quality constructs – Information transparency

Quality field 5: Information transparency

Support and advice

WHAT? Important dimension of subjective evaluation of the quality is the type of support that the learners 
receive before they start working in the electronic learning environment.

HOW? Providing a demo session with the introduction of the course, where the most important functionalities 
of several tools are discussed. It is better to make the learners learning by doing instead of giving 
them a paper manual.

Information concerning the organization

WHAT? Learners consider it important to have background information and especially to know where they can 
find particular parts of the course, e.g., training forms, exam regulations, contact information of the 
co-learners and representatives, links to relevant websites, the course schedule etc. This information 
can be provided in the electronic learning environment via e-tools. It has to be clearly presented 
where and how the learner can access this information.

HOW? A search function on the general (home) website, a search function for the course website, separate 
intranet for the learners, structured outline of the materials (per course, per year, per target group, 
per month etc.)

Information concerning the goals and content

WHAT? Learners prefer detailed information for each course that will be offered electronically.

HOW? Regular update of the study information documents, course documents, ECTS-files has to be available 
in the electronic learning environment or on the website.

Table 12. Practical implementation of theoretical quality constructs – Course structure

Quality field 6: Course structure

Personal support of the learning process

WHAT? The importance of personalised and individualised course support. 

HOW? Via additional contents, extending an adaptive learning route or referring to other information sources. 
Being available by e-mail or by synchronous communication tools (e.g., live chat sessions between 
the instructors and the learners).

Introduction to technical aspects and content

WHAT? This is strongly related to “support and advise” in Quality field 5: information transparency. Here, the 
content is also discussed.

HOW? At the beginning of an e-learning course, a face-to-face meeting can be organised for the instructor 
and the learners. At this meeting, the learners can be split into groups, additional questions can be 
asked and a demonstration of course content can be offered.

Assessment

WHAT? The possibility of online assessment.

HOW? By means of interim assessments, the instructors can demonstrate the type of questions that 
learners can expect at the examination. The learners receive (electronic) feedback for the outcome. 
Alternatively, the score for the interim online assessment can add up for the general summative 
score.
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Table 14. Practical implementation of theoretical quality constructs – Didactics

Quality field 7: Didactics. Part 2

Support of (life long) learning

WHAT? Working in and with an electronic learning environment must learners allow to acquire specific learning 
skills and become more experienced in their competencies for lifelong learning.

HOW? Stimulating information processing skills by teaching the learners how to search efficiently, how to 
deal with the large amount of available information, teach them how they can process and summarise 
this information (e.g., by making mindmaps, concept cards or diagrams).

Feedback on learning progress

WHAT? Integration of interim assignments in the learning environment as support and feedback on the 
learning process.

HOW? The stipulation here is that the learners also receive feedback for the scores of the assignments. 
Rather than giving a rough score (e.g., a number), the trainer can choose to provide qualitative 
feedback with personal comments. Another possibility is to let the learners make a short reflection 
task following every assignment they have to hand in. The question for such a reflection task could 
be, for example: what do you like in this assignment? what are your strong and weak points in this 
assignment? how could you lower or increase the score etc. In this way, the learners often gain new 
insights into their own learning styles. Such insights are necessary in order to revise the assignment 
and adjust it before handing in.

Individualised tasks

WHAT? Tasks that are developed to meet the needs of individual learners. 

HOW? The development of individualised learning routes. By screening the results or by providing substantial 
feedback, the instructor can position learners on the scale and give them appropriate tasks. The 
differentiation in the electronic learning environment is simpler that integrating differentiation in a 
classroom-situation, since e-learning itself is already a more individualised process. Starting with 
similar individualised learning routes and the development of additional supporting materials (for all 
learners) requires a great effort from the instructor.
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Table 13. Practical implementation of theoretical quality constructs – Didactics

Quality field 7: Didactics. Part 1

Background materials

WHAT? The importance of access to the background materials. This aspect has already been discussed more 
than once in the above-mentioned quality fields. This fact emphasizes particular importance that the 
learners expect from this feature.

HOW? A page with links to other information sources, stimulation information processing skills by integrating 
search tasks in the assignments, organising a theme evening or a videoconference with the experts, a 
live chat session with the experts with the possibility of asking questions to the experts, instructors 
or learners.

Multimedia enriched presentation materials

WHAT? Many learners express their need for the learning materials that are enriched with a broad range of 
multimedia.

HOW? Integration of audio, movies, authentic texts etc. in the learning materials. The reference to the 
multimedia enriched materials on every page of the course or in every learning object does not 
yield the desired effect. It is better to evaluate the existing assignments and the content to what 
extent these materials can be offered differently. For example, describing a movie fragment is also 
possible by creating a link to a video-sharing channel where that movie or fragment is available. Also, 
the description of a sound can be described equally well by integrating an audio file in the learning 
environment.

Structured and goal-oriented course materials

WHAT? Arranging the course materials according to the goals that the instructor wants to achieve with that 
course, and not arranging the materials according by the content of chapters.

HOW? When constructing a new course, an overview of the goals that have to and may be reached can be 
created (basic goals and extended goals). On the basis of this overview, a course can be built up. As 
soon as the course materials are available, each chapter/part may comprise an overview of the goals 
that are targeted at in this particular chapter/ part. This is also possible at the end of each chapter/ 
part where the learners get an overview of what they are expected to know/learn/be able to do/etc. 
after studying that part.
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Introduction

This paper analyses and compares the results of 2 surveys 
on computer literacy. The first survey was run in Vilnius 
Pedagogical University during 2001-2002 (coordinated 
by E. Valavičius). The participants of this survey were 
university students (following the studies in humanities) 
and secondary school students. The questionnaire 
survey was divided into 3 parts, namely: computer and 
user interface, information management, text-hypertext-
multimedia [1]. 
 The second survey was aimed at the following goals: to 
spot and analyze changes in students’ computer literacy, 
compare computer literacy level of students studying 
at universities and those studying at higher education 
colleges, suggest possible improvement to IT as a subject 
taught at higher education institutions and to establish 
computer literacy skills development after students have 
participated at IT classes at the college. This survey uses 
the same questionnaire as mentioned above.
 Vilnius Business College students were acting as the 
participants of the second survey, however, the authors 
are targeting at extending this survey to a number of 
colleges and universities.

1. Results of the first survey

The participants of the first survey were divided into 4 
groups depending on time since last of IT classes they 
had attended: i) first-year students (86 persons); ii) 

second-year and higher (94); iii) part-time students (37); iv) 
secondary school students (58). According to the survey 
results, the participants of each group were distributed 
into 4 subgroups - 2 groups with computer literacy above 
average and 2 groups- below average. 
 The questions were divided into three topics: 
i) computer (hardware, user interfaces, basic concepts);
ii) information management;
iii) text (also hypertext and multimedia).
 The questionnaire comprised no questions to evaluate 
motor skills due to the fact permanent knowledge (which 
level was aimed to establish) is better described by basic 
concepts and definitions. Here are some examples of 
questions that the questionnaire comprised: 
i) label the main computer parts;
ii) find definitions of a folder, file, document, font, 

paragraph, hypertext, multimedia etc; 
iii) find links among several enumerated terms.
 The evident leaders for first two parts of questions 
were secondary school students while university 
students were leaders answering the third part of 
the questionnaire focusing on text, hypertext and 
multimedia.  A closer look at the results shows that 
secondary school students were best in the basic 
concepts subtest (about 70% fall into 2 higher 
groups) and students of the first course were best in 
the information management subtest (about 80% of 
students are above the average). 
 Fig. 1 represents the results of the third subtest 
focusing on text, multimedia and hypertext.

Fig. 1 Results of the subtest on text and hypertext.

 Fig. 1 shows that text definitions are easiest to 
understand for the first year and older full-time students 
but not part-time students. Secondary school students 
did not succeed in this subtest: only about 40% of then 
scored higher than the average. However, the total 
average scores (31% as higher and 27%  as good) in this 
subtest show that the knowledge level of text operations 
is better compared to the other two subtests: less than 
40% in 2 higher groups in the computer subtest and near 
50% in the information management subtest [2].
 The conclusions of this survey can be following: 
operations with text, hypertext and multimedia are easy 
topics of computer literacy (the summary column-  the last 
column in each of 4 groups - shows that nearly 60% of the 
students scored above average), however, this particular 
field of computer literacy is underestimated at secondary 
schools. The names of elements of the user interface 

and common definitions are easy to forget: only 40% of 
respondents knew them. 

2. Results of the second survey

The secondary school curriculum of information 
technologies has undergone significant changes since 
2005. Computer hardware and networks in schools have 
improved as well. Consequently, college and university 
teachers have to understand and accept these changes 
so that to find IT topics that are most relevant for their 
students.
 The participants of the second survey (carried out in the 
autumn of 2007) were 173 first-year students studying at 
Vilnius Business College. 
 The maximum value of each question was 1 point. The 
average scores of subtests are shown in Fig. 2.
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Fig. 2. Averages of subtests

 We can see the best average score has been reached in 
the second subtest focusing on information management; 
the scores on the computer and user interface issues were 
less than 50% and the lowest average score is in the third 
subtest. However, these average scores do not reflect the 

real knowledge of the students because of the unequal dis-
tribution of very high and very low scores in individual tests. 
 Fig. 3 shows the distribution of the number of students 
whose scores are below and higher than the average of 
each subtest.

Fig. 3. Distribution of students’ scores in subtests.

 This diagram represents the level of knowledge of the 
field in each subtest. Students’ scores are distributed into four 
groups: „Bad“, „Below average“, „Above average“, „Good“. 
 The biggest number of students fall into the „Below 
average“ group in the first and second subtests while the 
biggest group is „Above average“ in the third subtest. 
However, the third subtest has the lowest number of 
students that belongs to the group who has scored as 
„Good“. This is the main reason why the average score 
of the third subtest was the lowest among all subtests 

(41%, as Fig.2 shows). Another reason for that can be 
that in this subtest the highest number of students fall 
into group who scored as „Bad“.
 When we look at the distribution, it is easy to notice 
that more than 60% of students scored below average in 
the second subtest. The scores of the other two subtests 
have almost equally distributed below and above the 
average. However, the average score is highest in the 
second subtest because of the total big number of highest 
scores.

Fig. 4. The distribution of knowledge related to the computer according to study programs and study lines.  
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 In Fig. 4, we see the level of knowledge in the first group 
of questions related to computer issues. It is easy to see 
that full-time students of the study programme of Computer 
Programming (PK-D) are evident leaders. None of them has 
scored under the category “Bad”. Besides, they scored most 
in the categories “Above average” and “Good”. Students of 
the study programme of Business Administration following 
evening studies (VV-V) scored about average: 37 % of them 
are “Below average” and 49 % - “Above average”, whereas 
8 % scored as “Bad” and 6 % as “Good”. The scores of the 
full-time (day-time) students of Business Administration are 
similar to the evening students, with a slight shift to lower 
scores. If we ask why Computer Programming students 
have showed high results, the answer is obvious: they 
come across computer-related definitions, elements of user 
interface and other IT-related terms much more frequently 
compared to the students of other study programmes. The 

day-time Computer Programming students have showed 
lower scores. This can be explained by vast work experience 
and higher motivation of the evening class students who 
are mostly working specialists; some of them are older 
than daytime students. Nowadays, as most workplaces are 
often equipped with computers, it has positive influence in 
the knowledge of IT.
 On the other hand, the results showed by the part-
time students are significantly lower than those of 
day and evening classes. The majority of the part-time 
students who participated in the survey are much older 
than others, as they graduated from secondary school 5, 
8, 10 or more years ago.  They do not use IT at all or 
use it very rarely.  Another factor is that many part-time 
students have family which means that they can spend 
less time for learning. However, more than 1/5 of them 
scored above average.

Fig. 5. The distribution of scores of knowledge related to the information management 
according to study programmes and study lines.

 Computer Programming students (PK-D) are leaders in 
the group of questions related to information management. 
Nevertheless, they are leaders in the lowest scores as well 
(40% scored below average and 28 % scored as bad). These 
results are even worse than those of the part-time students. 
It seems that this group of students is low-motivated and 
they are chosen to study in order to obtain a diploma but 
not acquire knowledge. At the same time, more than a 
half of the students of Business Administration (daytime 
class) fall into the categories “Above average” and “Good”. 
It means that totally the knowledge of the students of 
Business Administration is best. 
 If we compare these results with results of the other 
two groups of topics, we can notice that the questions 
related to information management are most difficult. 
This is the only topic where total scores are shifted to the 

left (low or below average) side. Our teaching experience 
shows that usually most of students know how to create 
a directory, copy, move or delete files, which are the main 
operations of file system of computer. However, the basic 
(theoretical) definitions are not so easy to understand and 
remember. 
 Looking at the scores of the topic related to Text, we 
can see that answers of the bigger part of the students 
fall under the categories of “Above average” and “Good”. 
For example, 64% (56% + 8%) of the full-time Computer 
Programming students and 54% (50% + 4%) of the full-
time Business Administration students (daytime class) are 
acquainted with this field better than the average. The 
evening Business Administration students are an exception 
– most of them scored as “Good”. Nevertheless, at the 
same time most of them (35%) have showed low scores.

Fig. 6. The distribution of scores of knowledge related to the text processing (including hypertext and multimedia) 
according to study programmes and study lines.
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 The issue of text processing is important not only for 
IT specialists. This is a necessary part of knowledge for 
all educated people. Let us have a closer look at this 
field.  The test on this topic consists of questions which 
are not only related to text as it is but also includes the 
definitions related to multimedia” and hypertext. While 
working with computer, we use the word text when 
we see various types of information (text, pictures, 
animations etc.) composed in one window. On the other 
hand, when there is an attempt to understand on a more 
thorough level, one has to know definitions and principles 
of using each type of information. In some cases, people 
merely do not want to think about it, sometimes they 
do not know the Lithuanian equivalents (e.g., many of 
us use the word multimedia in Lithuanian instead of its 
Lithuanian equivalent daugialypė aplinka). That is why we 
left only questions related to text directly (“Pure” text) 

and excluded multimedia and hypertext issues when 
revising the survey results.
 Fig.7 shows the average score of the knowledge 
related to text. We see that almost all average scores 
reach the 50% level. It is very high level if we compare 
with other questions or groups of questions. The best 
scores were achieved by the full-time students of Business 
Administration (daytime studies) – about 55%. Computer 
Programming students appeared not to score best in this 
test. We have tried to explain this fact because of their 
specific interests – they are interested mostly in specific IT 
fields requiring profound knowledge and less in operations 
that regular users perform. As an unexpected exception 
in this question we can mention the high score achieved 
by part-time students of Business Administration, on the 
one hand, and the surprisingly low results showed by the 
evening Business Administration students.

Fig. 7. The distribution of scores of knowledge related to the text 
according to study programmes and study lines.

However, the Computer Programming students scored 
best in the tests focusing more complicated definitions of 
IT terms. Table 1 show the parameters of total average 

Table 1. Parameters of total average knowledge related to multimedia and hypertext

knowledge related to multimedia and hypertext. As the 
maximum value of each question is 0.5, the average 
knowledge level is 0.25.

Study Programme Multimedia Hypertext

Business Administration (part-time) 0.14 0.15

Computer Programming (full-time, day-time studies) 0.22 0.26

Business Administration (full-time, day-time studies) 0.08 0.17

Business Administration (full-time, evening-time studies) 0.09 0.16

 We see that the Computer Programming students 
have scored around average in the field of multimedia 
issues and above average in the field of hypertext. It 
means that 1 of 2 students understand these topics. The 
knowledge of students of other study programmes are 
about 1/3 and below. The issues of hypertext are better-
known whereas the definition of multimedia is much (even 
2 times) less known.

3. Preliminary comparison of the 
results of the two surveys

One of the purposes of the second survey was to 
compare the knowledge that students bring to a higher 
education institution after the secondary school. We have 

made an attempt to make a hypothesis that knowledge 
is improving every year. However, when we compare 
the preliminary results of the survey, we can state that 
there are no significant changes concerning the students’ 
knowledge, which students had 5 years ago and which 
they bring from secondary schools now. Of course, we 
have to emphasize that our tests included only the main 
concepts and definitions and no motor skills.
 In both surveys, the biggest part of students scored 
as „Below average“, but there were bigger number of 
students that scored as  „Bad“ 5 years ago than now in 
the first subtest. We can state that now students are 
more accustomed to the computer and user interface.
 The absolute leaders in the second subtest (information 
management) were secondary school students five years 
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ago. However, we got unexpected results in the second 
survey: the first-year students in Vilnius Business College 
know this topic much below average. We could find only 
one reason for such results: the group of pupils that 
took part in the first survey was not randomly, and, thus, 
properly chosen. They were participants of the courses 
organized for secondary school students by Vilnius 
Pedagogical University, which means that their knowledge 
level knowledge was higher.
 We obtained better good results in the third subtest 
(related to text and hypertext) several years ago. On the 
other hand, we have to emphasize that the participants 
of the first survey took this questionnaire after the IT 
course training at university while now we have analyzed 
the results before teaching IT discipline at the college. 
Apart from that, there can be another reason too: the 
usage of computer now is more oriented towards the 
Internet and entertainment rather than to the process of 
creation.

Conclusion

These two surveys are separated by a long period of 
time and significant changes in IT teaching programs 
in secondary schools, nevertheless, the preliminary 
comparison shows similar results. The correlation is 
evident when comparing youngest participants of the 
first survey and the first year students. In both cases, 
the answers about concepts and definitions of text and 
hypertext scored 45% above average and in both cases 
the concepts of computer architecture and Windows 
interface are easier to understand than the basics of 
text and hypertext. However, we cannot present the full 
comparison because our survey participants have not 
accomplished the IT course at the college.  
 The preliminary analysis of the present survey allows 
us to presuppose that college IT teachers can spend less 
time teaching computer interface in favor of information 
management and other topics.
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Introduction 

The task of association mining is to discover a set of 
attributes shared among a large number of objects in a 
given database. For example, consider the books database 
where the attributes represent authors or books and the 
objects represent customers. The discovered patterns 
are the set of books most frequently bought together 
by the customers. An example could be that 35% of the 
people who buy Den Brown’s The Da Vinci code also buy 
Angels and Demons. The store can use this knowledge 
for promotions, shelf placement and etc. There are many 
potential application areas for association rule technology, 
which include, store layout, catalogue design [1], customer 
segmentation [2], telecommunication alarm diagnosis and 
so on.
 The general task of discovering all frequent associations 
and rules in very large databases is quite challenging. The 
search space is exponential in the number of database 
attributes, and with many of database objects the problem 
of input/output minimization becomes paramount. 
Though, most current approaches are iterative in nature, 
requiring multiple database scans, which is obviously very 
expensive. Some of the methods, especially those using 
some form of sampling, can be sensitive to the data-skew, 
which can adversely affect performance [3]. Also, most 
approaches use very complicated internal data structures 
which have poor locality and add additional space and 
computation overheads. Our goal is to overcome all of 
these limitations [4].
 Many algorithms combining the features listed above 
depend on the database format, the decomposition 
technique, and the search procedure used. Most popular 
algorithms is Eclat [5] (Equivalence CLAss Transformation), 
MaxEclat [6], Clique [7], MaxClique [8], Top-Down [9], and 
AprClique [10]. Our algorithms not only minimize input/
output costs by making only one database scan, but also 
minimize computation costs by using efficient search 
schemes. The algorithms are particularly effective when 
the discovered frequent item sets are long. Our tide list-
based approach is also insensitive to the data-skew. 

1. Data mining algorithms

The task of discovering all frequent sequences in large 
databases is quite challenging. The search space is 
extremely large. For example, with m attributes there are 
O(m k) potentially frequent sequences of length k. With 
many millions of objects in the database, the problem 
of input/output minimization becomes paramount. Most 
algorithms are iterative in nature and requiring as many 
full database scans as the longest frequent sequence, 
which is naturally very expensive. 
 Assume that we have a set L, consisting of m distinct 
elements, also called items.

},...,,{ 21 miiiL =  (1)

An itemset is a nonempty unordered collection of items. 
A sequence is an ordered list of itemsets. A sequence (α1 
→ α2 → ... → αn) is denoted as∪α, where the sequence 
element αj is an itemset. An item can occur only once in an 
itemset, but it can occur multiple times in different item 
sets of a sequence. We solve a partial problem, where 
itemset consists of one item only. A sequence α is a 
subsequence of another sequence β:

α = (α1 → α2 → α ... → αn) , (2)11.2

β = (β1 → β2 → ... → βn), 
(3)

if there exist such numbers nttt ...,,, 21 , where 
njtt jj ...,,1,11 =+=+  and 

jtj
βα =  for all aj. Here, 

jt
β  

are elements of the set L. We analyze the sequence (the 
main sequence) S that is formed from single elements 
of L (not their sets, as in the classical formulation of the 
problem). In general, the number of elements in S is much 
larger than that in L. We have to find the most frequent 
subsequences in S. The problem is to find subsequences 
whose appearance frequency is more than some threshold 
called minimum support, i.e. the subsequence is frequent 
if it occurs in the main sequence no less frequently than 
the minimum support [11].
 The main problem is as follows: it is necessary to 
define only potentially useful subsequences, check up and 
prolong them gradually. Two algorithms are analyzed that 
analytically eliminate such subsequences that actually 
cannot be frequent. Two implementations of Generated-
Sequence-Pattern algorithm (GSP) with and without 
economizing memory are tested. A recursive approach to 
sequence mining is suggested. It enables saving memory, 
too. The algorithms are compared and the cases, in 
which one algorithm works better than another one, are 
determined, 
 The new algorithm for mining frequent sequences 
ProMFS is based on the estimation of the statistical 
characteristics of the main sequence: i) the probability 
of an element in the sequence; ii) the probability for one 
element to appear after another one; iii) the average 
distance between different elements of the sequence
 The main idea of the algorithm is the following: 
i) some characteristics of the position and interposition 
of elements are determined in the main sequence;
ii) much shorter new model sequence C

~
 is generated 

according to these characteristics;
iii) new sequence is analyzed with the GSP algorithm (or 
any similar one);
iv) frequency of subsequences in the main sequence is 
estimated by the results of the GSP algorithm applied on 
the new sequence.

 Let us assume the following set L=acc. to Eq. (1) as 
the set consisting of m distinct elements. Probability of 
occurrence of element ji  in the main sequence where   

mjLi j ...,,1, =∈  could be calculated as follows:

VS

iV
iP j
j

)(
)( =

, 
(4)

V(ij) represents the number of elements ij in the main 
sequence S; VS represents the length of the sequence. 
Note that

1)(
1

=∑
=

m

j
jiP

 , 
(5)

Probability )|( vj iiP  represents the appearance of element 
vi  after element ji , where mvjLii vj ...,,1,,, =∈ . Note 

that

1)|(
1

=∑
=

m

v
vj iiP

,  
(6)

for all j=1…m.  
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2. Results of the research

Let us compare these two different implementations and 
recursive algorithm by a special example. Suppose we 
have a text file with 90 000 A and B symbols. Our goal is 
to find all the frequent sequences. We have compared the 
time expenditure and memory use. The results are shown 
in Fig. 1 and Fig. 2 

Fig. 1. Time expenditure of GSP implementations and 
recursive algorithm.

11.3

Fig. 2. Memory use of GSP implementations and 
recursive algorithm

Distance )|( vj iiD  between elements ji  and vi , where 
mvjLii vj ...,,1,,, =∈ , represents the number of elements 

that are between ji  and the first found vi  from ji  to the 
end of the main sequence ( vi  is included). The distance 
between two adjacent elements of the sequence is equal 
to 1. Set of average distances represents a matrix  of 
average distances ã. Elements of the matrix are as 
follows:

....,,1,),,),|(( mvjLiiiiDAveragea vjvjjv =∈=  ....,,1,),,),|(( mvjLiiiiDAveragea vjvjjv =∈=  (7)

All these characteristics can be obtained during one 
search through the main sequence. According to these 
characteristics, a much shorter model sequence C

~
 is 

generated, the length of which is I. Denote its elements 
by rc  , lr ,...,1= . The model sequence C

~
 will contain 

elements from L: mjLi j ,...,1, =∈  . For the elements rc  , 
a numeric characteristic ),( rj ciQ , lr ,...,1= , mj ,...,1= , is 
defined. Initially, ),( rj ciQ  is the matrix with zero values 
that are specified after the statistical analysis of the 
main sequence. The complementary function ),( rjr acρ  
is introduced that increases the value of characteristics 

),( rj ciQ  by 1. The first element 1c  of the model sequence 
C
~

   is that from L corresponding to ))(max( jiP , Li j ∈ . 
According to 1c ,  the function

1)1,()1,(),( 1111 ++=+⇒ jjjjj aiQaiQacρ  (8)

mj ,...,1= , is activated. Remaining elements 

rc , lr ...,,2=   , are chosen in the way described below. 
Consider the r-th element rc  of the model sequence C

~
. 

The decision, which symbol from L should be chosen as  

rc , will be made after calculating )),(max( rj ciQ , Li j ∈ . 
If for some p and t we obtain that

),(),( rtrp ciQciQ =
 (9)

then element rc  is chosen by maximal value of conditional 
probabilities, i.e. by

))|(),|(max( )1()1( trpr icPicP --  (10)

pr ic =  if following condition is satisfied:

)|()|( )1()1( trpr icPicP -- >  (11)

and tr ic =  if following condition is satisfied:

)|()|( )1()1( trpr icPicP -- <  (12)

If these values are equal, i.e.

)|()|( )1()1( trpr icPicP -- =  (13)

then rc  is chosen depending on ))(|),(max( tp iPiP . 
After choosing the value of rc , the function

1),(),(),( ++=+⇒ rjjrjjrjr ariQariQacρ  (14)

is activated. All these actions are performed consecutively 
for every r = 2, ... , l. In this way, we get the model 
sequence   that is much shorter than the main one and 
that may be analyzed by the GSP algorithm with much 
less computational efforts.
 We have changed one characteristic (the average 
distance between different elements of the sequence) to 
the frequent distance between different elements of the 
sequence. F

)
 is the matrix of these frequent distances. 

The elements of the matrix are described follows:

€ 

f jv = Frequent(D(i j | iv), i j ,iv ∈ L ), j,v =1,...,m. 

€ 

f jv = Frequent(D(i j | iv), i j ,iv ∈ L ), j,v =1,...,m. ,  (15)
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 The probabilistic mining of frequent sequences was 
compared with the GSP algorithm. We have generated a 
text file of 100,000 letters (1000 lines and 100 symbols 
in one line). L={A, B, C}, i.e. m=3, CiBiAi === 321 ,, . In 
this text we have included one very frequent sequence 
ABBC. This sequence is repeated 20 times in one line. The 
remaining 20 symbols of the line are selected at random. 
First of all, the main sequence (100,000 symbols) was 
tested with the GSP algorithm. The results are presented 
in Fig. 3 and Fig. 4. They will be discussed in more detail 
together with the results of ProMFS. ProMFS generated 
the model sequence C

~
 of length l=40.

 This model sequence was examined with the GSP 
algorithm using the following minimum supports: 8, 9, 
10, 11, 12, 13, and 14. The results are presented in Fig. 
3 and 4. Fig. 3 shows the number of frequent sequences 
found by both GSP and ProMFS. Fig. 4 illustrates the 
expenditure of computation time used by both GSP and 
ProMFS to obtain the results of Fig. 3 (the minimum 

support in ProMFS is Ms=8; the results are similar 
for larger Ms). The results in Fig. 3 indicate that if the 
minimum support in GSP analyzing the main sequence is 
comparatively small (less than 1500 with the examined 
data set), GSP finds much more frequent sequences than 
ProMFS. When the minimum support in GSP increases 
from 2500 to 6000, the number of frequent sequences 
by GSP decreases and the number of those by ProMFS 
increases. In the range of [2500, 6000], the number of 
frequent sequences found by both GSP and ProMFS is 
rather similar. As the minimum support in GSP continues 
growing, the number of frequent sequences found by 
both algorithms becomes identical. When comparing 
the computing time of both algorithms (see Fig. 5), we 
can conclude that ProMFS operates considerably faster. 
In the range of the minimum support in GSP [2500, 
6000] ProMFS needs approximately 20 times less of 
computation time as compared with GSP to obtain the 
similar result.

Fig. 3. The number of frequent sequences found by GSP and 
ProMFS (the minimum support in ProMFS is Ms=8, ... ,14).

Fig. 4. The computing time by GSP and ProMFS (the minimum support in ProMFS is Ms=8).

Fig. 5. The computing time by GSP and ProMFS (the 
minimum support in ProMFS is Ms=8).

Fig. 6. The number of frequent sequences found by GSP 
and ProMFS with the average matrix (Ms 8 (A)) and the 

frequent matrix (Ms 8 (F)) (the support in ProMFS is Ms=8).
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 Fig. 6 illustrates the expenditure of computation time 
by both GSP and ProMFS with two different matrixes 
to obtain the results of Fig. 3 (the minimum support in 
ProMFS is Ms=8; the results are similar for larger Ms). The 
results in Fig. 3 indicate that if the minimum support in 
GSP analyzing the main sequence is comparatively small 
(less than 1500 with the examined data set), GSP finds 
many more frequent sequences than ProMFS. But the 
results of ProMFS with the matrix of frequent distance 
are better than with the matrix of average distance.
 Databases are designed for programs to process 
automatically; text is written for people to read. Text 

mining methods can be used in bioinformatics for 
analysis of DNA sequences. A genetic DNA sequence is 
a succession of special symbols (letters) representing the 
primary structure of a hypothetical or real DNA strand or 
molecule. The four letters of sequence are A, C, G, and T, 
representing the adenine, cytosine, guanine, thymine, which 
is nucleotide subunits of a DNA. The DNA sequence printed 
with no spaces between letters: AAACTGGTCTGAC [2].
 We have worked with real DNA data from [12] (34565 
Homo sapiens chromosome 1 genomic contig). The size of 
the database is equal to 250 MB. The results are shown in 
Fig. 7 and Fig. 8.

Fig. 7. The computation time by both GSP and ProMFS in 
Homo sapiens chromosome 1 genomic contig.

Fig. 8. The accuracy by both GSP and ProMFS in 
Homo sapiens chromosome 1 genomic contig.

Conclusions

Two implementations of the Generated sequence pattern 
(GSP) algorithm and a recursive algorithm have been examined. 
The first implementation disregards saving memory, while 
the second one minimizes the memory consumption. Both 
implementations and a recursive algorithm are time-intensive. 
Therefore, intense memory use requires relatively little time 
and is observed in the case of large data sets. The best 
memory saving algorithm is recursive algorithm because this 
algorithm uses memory just for frequent sequences, but not 
for all generated candidates. 
 The new algorithm ProMFS for mining frequent 
sequences with matrix of frequent distance has been 
proposed. It is based on the estimated probabilistic-
statistical characteristics of the appearance of elements 

of the sequence and their order: the probability of an 
element in the sequence, the probability for one element 
to appear after another one, and the frequent distance 
between different elements of the sequence. The algorithm 
builds a much shorter new model sequence and makes 
the decision on the main sequence in accordance to the 
results of analysis of the shorter one. The model sequence 
may be analyzed by the GSP or other algorithm for mining 
frequent sequences: the frequency of subsequences in the 
main sequence is estimated by the results of the model 
sequence analysis.
 The experimental research indicates that the new 
algorithm modification enables saving the computation 
time to a large extent and loses fewer sequences compared 
with the older algorithm modification, which is especially 
important when analyzing very large data sequences. 
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Abstract. The project NUVOLA represents a new quantum chemistry tool based on the perturbation theory methods. The 
simulation of the dynamical processes between molecular aggregates using quantum chemistry approach is discussed 
and described. Using the Born-Oppenheimer assumption, the intermolecular electron transfer (IET) process was modeled 
based on the Fermi golden rule. The estimation of IET rate between two molecular systems could be allowed in frame 
of electronic charge redistribution between atomic orbitals, molecular orbitals, separate atoms, molecular fragments, 
donor and acceptor pairs. Quantitative IET processes can be analyzed in framework of energies as well as spatial charge 
redistribution.
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Introduction

Theoretical interpretation of the electronic properties of 
nanostructures and molecular clusters could be performed 
empirically (partially by laws of classical mechanics, low 
successful way) as well as semi-empirically or ab-initio 
(by means of several quantum mechanics approaches, 
high successful way). During the last decade, different 
simulations of molecular properties have allowed 
estimating the probable molecular structure and ground 
electronic state properties: molecular charge distribution, 
vibration frequencies, multipole/dipole/quadrupole 
moments etc. [1].
 Our attempts are devoted to simulate the dynamical 
physical processes using quantum chemistry approach. 
Intermolecular electron transfer (IET) processes play an 
important role in the energy exchange between ordered 
molecular aggregates. Numerical publications dating 
back to the 1960s are devoted to the description the 
phenomena in general [2, 3].  An IET process can be 
presented in two following approaches: 
i)  empirical mechanistic model (spatial shift of electron 

as particle); 
ii) wave interaction model (coupling of corresponding 

waves representing electron behaviour). 
 The mechanistic description of an IET process which 
expresses the movement of an electron between two 
separated molecular systems (MS) during redox reactions 
could be expanded two electron exchange formalism [4, 
5]. An IET process can be named as the fundamental in 
understanding basic principles of complicated biological 
and biochemical reactions [6]. A quantum chemistry 
approach as a semi empirical or ab-initio approach could 
be titled as the universal approach for modelling the IET 
reactions independently from the object origin [7, 8].
 This work is devoted to present the project NUVOLA 
[9] – a quantum chemistry tool based on the perturbation 
theory methods – and to outline the most relevant 
mathematical problems as well as presumable solutions 
of IET rate computing.

1. Fermi Golden rule

Let us assume the existence of two separated molecular 
systems MS-1 and MS-2 as presented in the Fig.1. IET 
reactions between MS-1 and MS-2 are estimated in the 
framework of the electronic charge redistribution between 
two charge-donor and charge-acceptor molecules 
according to the Mulliken model. 

Fig.1. Schematic representation of the IET process (ratio 
W) between two molecular systems MS-1 and MS−2. 

Molecular system consist conditionally of charge donor D 
and charge acceptor A parts.

 We will use the Born-Oppenheimer assumption, so  
the wave-functions α and β representing the behaviour 
of the systems MS-1 and MS-2, respectively,  could be 
described using two separated factorized parts: electronic 
and nuclear. The calculation of IET rate is based on the 
Markus theory [10] and the well-known equation called 
Fermi Golden rule [11], which expresses the resonant 
process between two electronic states (state energy Eα 
and Eβ, respectively) of the space-separated objects:

. (1)
 

 Intermolecular electronic coupling Sαβ could be 
presented using the Dirac notation as interaction of two 
wave-functions α and β, belonging to the MS-1 and MS-2,  
respectively.

, (2)

where Vαβ represents the matrix element of intermolecular 
interactions between such two MS. δ-function plays 
the key role in order to determine the strong resonant 
condition:

( ) 1=∫
+∞

∞-

dxxδ . (3)

Total transition rate W will be expressed using Eq.(4):

. (4)

 Fig. 2 represents the energetic scheme of the IET 
process between two electronic states (labeled initial 
(i) and final (f)), where the state energy is denoted as 
Eiα and Ejβ. These two states belong to separated 
MS – MS-1α and MS-2β, respectively. Further, we 
will operate in the terms of molecular electrons. Each 
electronic state is restricted by the Pauli principle, 
which allows only two molecular electrons with 
opposite spins in one state. The mechanism of IET 
supposes electron excitation from an occupied to a 
suitable unoccupied molecular orbital (MO), and then 
IET is permissible in case of an electronic overlap 
between two electronic states of molecules.

Fig. 2.  Energetic scheme of the intermolecular ET 
process (ratio W12) between two electronic states Eiα and 
Ejβ, belonging to the separated molecular system MS-1α 

and MS−2β, respectively.
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 A simulated process could be described as follows:
i)  one-electron excitation in the MS-1, from HOMO and 

lower state to LUMO and higher state;
ii)  deactivation of excited state in backward-way (this 

process is not important in this case); 
iii)  repeatable interaction between corresponding 

electronic states of different MS (transition rate Wif). 

 Probability of IET (or transfer rate) is linearly 
proportional to the square of electronic overlap coefficient 
of corresponding molecular orbitals. As a result, the 
highest probability peaks of the IET spectrum belong to 
the states with equal energy called resonant states.   
In the cases where the presented equation is not 
convenient for routine calculation, we offer a noticeably 
simplified form:

, (5)

where Eif represents the excited state energy, Sif – 
dimensionless coupling between two electronic states.
We have used a dumped resonant condition using the 
well-known Gauss functions through the selected value σ 
which represents the half width at half-maximum (HWHM):

. (6)

The detailed description of the calculation routine and 
derivation of Eq. (5) are presented in Ref. [12]. The 
advanced IET process simulation between ordered 
molecular aggregates is presented in Ref. [13].

2. Hardware and software

NUVOLA can be run on a variety of UNIX operating 
systems.  It supports the OS LINUX FEDORA 4 on 

LINUX workstation (machine-independent 32 or 64 
version). The programs are written in  C++. All floating-
point computations are performed in precision of 64-
bits. Standard compiler gcc was used without additional 
libraries. 

3. Realization of algorithm

The project NUVOLA is a quantum chemistry tool for 
the IET rate calculation, which handles Gaussian’03 [14] 
program package as a contributory tool. Several sets of 
molecular orbitals (MO) of investigating molecules are 
required, which could be taken from output files of the 
mentioned programs. The requested data (the spatial 
positions of atoms of both MS) is transformed into three 
files.
 NUVOLA contains three operational components called 
links. C++ code is written in object-oriented programming 
manner. Portability of NUVOLA (between Windows-XP 
and many Linux operating systems such as FEDORA 4, 
SCIENTIFIC LINUX, REDHAT9 etc.) was accomplished in 
a special way of the re-switching of advanced libraries. 
According to the Gaussian’03 user license, any part of the 
Gaussian-03 can be included in any programming object. 
When the reference is made to NUVOLA, the Gaussian–3 
task is not integrated info the NUVOLA content.  
 The main scheme of NUVOLA is presented as follows. 
Fig. 3 represents the principal scheme of NUVOLA, where 
all the thfee logical prts are presented. The original modules 
P81, GAUSSIAN and P83 operate using advanced script 
system. According to the INPUT request, the P81 link 
responsible for generating starting files and scripts in 
order to run the Gaussian’03 package out of the NUVOLA 
contest.  Gaussian’03 produces the matrixes of eigenvalues 
and eigenvectors of the separated molecules and the 
density matrix of the joint molecule. The GAUSSIAN link is 
used for the intermediate data reading and distributing in 
the memory. The P83 link is intended for resulting the data 
calculation as multipurpose OUTPUT. The inter-modular 
data exchange was implemented through intermediate 
file system. As well, the system of control output was 
(realized) established for each link.

Fig 3. Principal scheme of NUVOLA

 The INPUT conception was accomplished through the 
keyword managing system. The structure of the starting 
file (named conditionally as NAME.kkk) is presented in 
Fig.4. A convenient structural file indicates all features of 
each calculation object (MS-1 and MS-2) and operation. 
NAME.kkk is the only file which has to be made by the 
user. It presents a strictly determined structure, namely:
i)  particular keywords handling the program; 
ii)  two matrixes containing structural positions of atoms 

in MS.
 Two different styles are allowed: Z-matrix as well 
as Cartesian matrix. Unfortunately, combining these 
two styles in one *.kkk file is not allowed. Depending 

on the required accuracy of further calculations in the 
Gaussian’03 programs, appropriate keyword values have 
to be selected. 

NUVOLA’s KEYWORDS
Blank line

TITLE LINE
Blank line

Z-matrix or cartesian matrix of MS-1
Z-matrix or cartesian matrix of MS-2

Fig 4. Structure of NAME.kkk file
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∑
=

=
M

k
kkCe

1
22 ϕββ , (9)

where index 1, 2 denotes the number of interacting MS, and 
index α, β  denotes the molecular orbital, which correspond 
to the state number. The electronic state α belongs to 
MS-1 and β belongs  to  MS-2, respectively. The values ϕ1 
and ϕ2 express atomic orbits of the MS-1 and MS-2, and 
coefficients Cα , Cβ corresponds to the eigenvectors of the 
MS-1 and MS-2, respectively (see table 1).

 Fig. 5 represents the detail scheme of the P81 
link. Starting from the request from the file NAME.kkk, 
preparation of several Gaussian-03 input files (NAME123.
gjf, NAME234.gjf and NAME345.gjf and corresponding 
batch file NAME.bcf) was done in this part, including formal 
verification of molecular structure and formal creation 

of several working scripts. The P81 link also generates 
several additional input files for data handling and visual 
control purposes, namely:
i)  NAME.yes - for next modules GAUSSIAN and P83;
ii)  NAME.ent according HYPERCHEM standard;
iii)  NAME.mol according DALTON standard.

Fig. 5. Detail scheme of NUVOLA: P81 link

 First, let us consider the two interacting molecules. 
According to the general formulation of a physical task, 
formal decomposition of a physical object has to be 
accomplished. The atoms of  three formal MS – MS-1, MS-
2 and joint MS-12 presented in the associated coordinate 
system will be used (corresponds to NAME123.gjf, 
NAME234.gjf and NAME345.gjf).
 Second, the ab-initio Hartree-Fock (HF) method or 
the electron correlation method (MP2, MP4) as well as 
the corresponding basis set (simple STO-3G or more 
appropriate 6-311G) have to be selected according to the 
model of a physical task. The polarization functions (from 
d,p up to 3df, 3pd) as well as diffusion functions for hard 
atoms can be included due to physical model properties. 
The full distribution of state population has to be output.

For achieving the required result, a standard command 
line to run a Gaussian03 task for all three MS should be 
written as follows: 

 Fig. 6. represents the scheme of file handling in 
Gaussian’03. Depending on the request placed in command 
line, three single point (SP) jobs will be provided using batch 
script NAME.bcf. After the data-processing, we receive 
two text-type files NAME123.out, NAME234.out and 
one binary-packed file NAME345.chk. Then NAME345.chk 
has be converted using the Gaussian’03 standard utility 
FormChk  from the binary to text-formatted NAME345.fch 
file.

#P HF/6-311G(3df,3pd) pop=full sp (7)

Fig. 6. File handling in 

The values of main parameters of each electronic system 
(eigenenergies and eigenvectors of MS-1 and MS-2) were 
presented in the output files NAME123.out, NAME234.
out. Eigenfunctions e1α , e2β are constructed as  

∑
=

=
N

i
iiCe

1
11 ϕαα

, (8)
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Two molecular systems - MS

MS-1α MS−2β

Eigenvectors, AO, related to MS-α Eigenvalue, 
MO of  MS-α

Eigenvalue, 
MO of  MS-β

Eigenvectors, AO, related to MS-β

N-number of particles of MS-α M-number of particles of MS-β

 

€ 

ϕN ,α
1 ϕN ,α

2 ϕN ,α
3 ...ϕN ,α

N

€ 

ϕM ,β
1 ϕM ,β

2 ϕM ,β
3 ...ϕM ,β

M

N
NNNN αααα ϕϕϕϕ ,1

3
,1

2
,1

1
,1 ... ----

M
MMMM ββββ ϕϕϕϕ ,1

3
,1

2
,1

1
,1 ... ----

... ... ...

N
LLLL αααα ϕϕϕϕ ,

3
,

2
,

1
, ... M

LLLL ββββ ϕϕϕϕ ,
3

,
2

,
1

, ...

N
HHHH αααα ϕϕϕϕ ,

3
,

2
,

1
, ... M

HHHH ββββ ϕϕϕϕ ,
3

,
2

,
1

, ...
... ... ...

N
αααα ϕϕϕϕ ,3

3
,3

2
,3

1
,3 ... M

ββββ ϕϕϕϕ ,3
3
,3

2
,3

1
,3 ...

N
αααα ϕϕϕϕ ,2

3
,2

2
,2

1
,2 ... α,2E M

ββββ ϕϕϕϕ ,2
3
,2

2
,2

1
,2 ...

 
N
αααα ϕϕϕϕ ,1

3
,1

2
,1

1
,1 ... M

ββββ ϕϕϕϕ ,1
3
,1

2
,1

1
,1 ...

Table 1.    Eigenvalues E as molecular orbitals (MO) and corresponding eigenvectors ϕ as atomic 
orbits (AO) of  MS-α and MS-β

The values of the main parameters of the joint electronic 
system (density matrix of MS-12) were presented in 
the output file NAME345.fch. Table 2 represents the 

value of ρ density matrix for MS-12. N and M denote 
the number of AO in MS-1 and MS-2, respectively.

MS-1 MS−2

N M

MS-1 N

MS−2 M

Table 2. ρ density matrix for MS-12.
N and M denote the number of AO in MS-1 and MS-2, respectively.

NNNN

N

N

ρρρ

ρρρ
ρρρ

...

............

...

...

21

22221

11211

MNNNNNN

MNNN

MNNN

+++

+++

+++

,2,1,

,22,21,2

,12,11,1

...

............

...

...

ρρρ

ρρρ
ρρρ

NMNMNNMN

NNNN

NNNN

,2,,

,22,22,2

,12,11,1

...

............

...

...

+++

+++

+++

ρρρ

ρρρ
ρρρ

MNMNNMNNMN

MNNNNNN

MNNNNNN

++++++

++++++

++++++

,2,1,

,22,21,2

,12,11,1

...

............

...

...

ρρρ

ρρρ
ρρρ

 Fig. 5 represents the detailed scheme of the GAUSSIAN 
link. NAME123.out, NAME234.out and NAME345.fch files 
(original Gaussian’03 output files) are sent to GAUSSIAN 
link as input files for further ordered formation of vectors 
and matrixes without any mathematical operations. These 
files (*.out) contain the tables of molecular orbital energy 
values, corresponding the atomic orbital (AO) energy, AO 
coefficients and density matrix coefficients for pending 
MS. The GAUSSIAN block provides:

i)  unformatted input of different values;
ii)  and as a result – ordered output files containing 

extracted energies of MO, AO coefficients – NAME123.
orb, NAME234.orb – and density matrix coefficients 
– NAME345.den. 

As follows, several arrays are created: 
i)  1D arrays – vectors of eigenenergies for each MS-1 

and MS-2;
ii)  2D arrays of eigenvectors for each MS-1 and MS-2
iii) 2D array of ρ density matrix coefficients  for MS-12

12.5
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Fig. 5. The detailed scheme of NUVOLA: the GAUSSIAN  link

 Fig. 6 represents the detailed scheme of the P83 link 
which performs the main calculation of the IET rate, according 
to Eq.(6). It includes the most mathematically complicated 
part - computing of multidimensional values of coupling S. 
Several files – containing the AO coefficients NAME123.

orb, NAME234.orb, density matrix coefficients NAME345.
den and initial Cartesian matrix data of the joint molecule 
NAME234.yes – are sent to the P83 block as input files for 
further matrix manipulations, resulting IET rate matrixes in 
the OUTPUT files. Such set of files is labeled as W in Fig. 7.

Fig. 6. The detailed scheme of NUVOLA: the P83  link.

The following manipulations were performed to ρ density 
matrix of MS-12  presented in Table 2. The mentioned ρ 
density matrix contains the following four blocks:

43

21

AA

AA
=ρ

 

(10)

where each Ax (x=1..4) represents a different type of MS 
interactions. According to the general formulation of a 
physical task, the intermolecular (MS-1→MS-2) process 
has only to be treated and estimated, in contrast with  the 
intramolecular (MS-1→MS-1, MS-2→MS-2) process (which 
is negligible). In that case, the formal reconstruction of ρ 
density matrix has to be implemented in order to exclude 
only intramolecular interactions. The mentioned density 
matrix (Eq. 10) contains four blocks which corresponds 
to the intramolecular interactions (diagonal blocks) as 
well as intermolecular interactions (non-diagonal blocks). 
Obviously, in that case, the diagonal matrix-blocks have to 
be excluded (the matrix elements of blocks A1, A4 have 
to be equated to zero). The newly reconstructed matrix ρ0 
contains real values in non-diagonal blocks A2, A3 only. 
We have used Eq.(11) for routine evaluation of  
intermolecular coupling ξif :

fiif µρηξ ××= 0 . (11)

where ηi , μj  represent the two-block vectors of MS-1, 
MS-2, respectively, containing eigenvectors - coefficients 
related to AO. Indexes i and j represent the number of 
initial and final electronic states, respectively. The two-
block vectors (1D arrays) are created according to the 
scheme presented in Eq. (12) and Eq. (13):

 (12)

 (13)

4. New matrix multiplication formalism

The total transition rate W could be calculated using Eq. (2), 
where the intermolecular coupling Sαβ for each transition 
corresponds to value ξif   expressed by Eq. (11) as a product 
of matrix multiplication. The order of matrixes depends on 
the properties of the physical task. For example, [H2..H2] 
derivative requires 12 members (2 MS * 2 atoms * 3 AO, 
using HF/6-311G basis set). 
 Eq. (14-15) show a construction of three matrix 
multiplication process, where each MS requires only two 
members – two-member-set of AO of the MS-1 (block 
A1 consist of a1, a2) and MS-2 (block C2 consist of c3, 
c4). First and third block-vectors contain zero-values as 
described above. 12.6
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, (14)

  ,   (15)

 The two-dimensional density matrix ρ0 (Eq. 14) 
contains four blocks. The two non-diagonal blocks reflect 
the behavior of intermolecular interactions (block B12 
consist of b1, b2, b3, b4 and block B21 consist of b5, b6, 
b7, b8). The two diagonal blocks contain zero-values.
 The classical routine of matrix multiplication is well- 
known [15]. The intermediate and final products of matrix 
multiplication were proceeded according to Eq. (16-17) 
and Eq. (18-19), respectively.

, (16)

, (17)

. (19)

 The presented routine using Eq.(17-18) requires 
immense computer recourses- CPU time and virtual 
memory. This is obvious because the IET ratio W has to be 
calculated and evaluated for each transition made up from 
LUMO and higher states of MS-α to LUMO and higher 
states of MS−β. The number of all transitions NTOTAL is 
equal to:

2

2





 += MN

NTOTAL
, (19)

where N and M denotes the number of AO in MS-1 and 
MS-2, respectively. It is necessary to emphasize that the 
combination of very small MS requires negligible number 
of transitions (for example, N=M=10, NTOTAL=100). 
Unfortunately, real model systems require the computing 
of W values in case, when NTOTAL is equal to several 
thousands and more.  In this case, multiplying of three 
matrixes according to Eq. (14) seems to be irrational, 
because all of them contain the blocks filled up by zero-
valued elements. It means that significant excluding of 
zero-multiplication operations can shorten the time of W 
computation. Obviously, it is necessary to optimize the 
computational algorithm.  
 The optimization of the multiplication processes was 
implemented as follows:
i) to exclude the resource-wasting multiplication by zero 

– according to Eq.(14);
ii) to exclude the time-wasting processing of intermediate 

product – according to Eq.(16) ;
iii) to cancel the multiplication loop even if the value of 

delta-function is too small  – according to Eq.(6).
 So, it is reasonable to process only the first half of 
the first vector (block A1), the quarter of density matrix 
(block B12) and only the second half of the second vector 
(block C2). Fig. 7 represents the scheme of the new matrix 
multiplication formalism. The assumption Y1 requires taking 
into account the quarter of density matrix (block B12). The 
assumption Y2 requires column-row reorganization of the 
block-vectors A1 and C2

Fig. 7. Scheme of the novel matrix multiplication formalism: 
a) the assumption Y1 requires taking  into account the quarter of density matrix (block B12) ; 

b) the assumption Y2 requires column-row reorganization of the block-vectors A1 and C2.

a) b)
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 The formal reorganization of the classical multiplication 
routine described earlier was organized by means of 
three-dimensional matrix Ω(N, M, 3), where the first index 
N and the second index M denote the numbers of AO in 
MS-1 and MS-2, respectively. The third index represents 
the previous matrixes in the reduced form: the block-
vectors A1 and C2 are redirected into the 1st and 3rd layer, 
respectively, and the block B12 of density matrix - into the 
2nd layer. It is necessary to emphasize that the block B12 
is presented in the previous form when the block-vectors 
A1 and C2 (used to fill the 1st layer in the column shift and 
the 3rd layer in the row shift, respectively (see Fig. 7b, the 
vector-block in presented in red).  The final product was 
received according to Eq.(21) as direct multiplication of 
the matrix elements which represent the same result as 
in the classical case shown in Eq. (19):

. (20)

 However, the number of transitions NTOTAL is reduced 
to a significantly lower value:






 ×=

22
MN

NTOTAL
, (21)

5. Different forms of the IET rate matrixes

Quantitative intermolecular ET processes can be analyzed 
in the framework of energies as well as spatial charge 
redistribution. Fig. 8 represents the detailed output of the 
P83 link. 

Fig. 8 The detailed scheme of NUVOLA: the output of P83  link.

 The estimation of the IET rate between two MS 
can be allowed in the frame of the molecular charge 
redistribution between AO. This assumption corresponds 
to the general task of the physical process (IET). This 
assumption (called as AO-AO assumption) is quite useful 
in case of very small MS. For example, in case of [H2..H2] 
derivative, 36 transitions have to be analyzed (6*6=36, 
each MS contains 12 AO, but only 6 AO are of LUMO 
and higher). Unfortunately, it is very difficult to analyze 
real model systems containing hundreds and thousands 
atoms (it corresponds to the number of AO equal to 
several thousand and more). 
 The second assumption (called as ATO-ATO assumption) 
can be allowed in the frame of the molecular charge 
redistribution between atoms. It is quite useful in case 
of small MS (containing several atoms). According to the 
selected basis set and method, all IET rates belonging to 
different AO of the same atom are summed. This operation 
reduces the order of the IET rate matrix until the amount 
described by indexes (NMS-1, NMS-2), where NMS-1, NMS-2 
are the number of atoms in corresponding MS. 
 The third assumption (called as FRA-FRA assumption) 
can be allowed in the frame of the molecular charge 
redistribution between molecular fragments. It is quite 
useful in the case of big MS (containing several hundred 
atoms). In the same cases, several levels of molecular 
organizations can be presented. For example, π-electronic 
system of benzene ring containing fragments as well 
as n-electronic system of carbonyl fragments  could be 

formally treated as molecular fragments, which play 
significant role in the charge redistribution processes. 
In that case, both previously formally decomposed MS 
according to a theoretical request could be analyzed 
in the third assumption. According to the list of formal 
decomposition into molecular fragments, all the IET rates 
belonging to different AO of the same molecular fragment 
are summed. This operation reduces the amount of the 
IET rate matrix until amount described by indexes (NFRA-
1, NFRA-2) , where NFRA-1, NFRA-2 are the number of 
molecular fragments in corresponding MS.
 The fourth assumption (called as D-A assumption) 
can be allowed in the frame of the molecular charge 
redistribution between MS-1 (donor) and MS-2 (acceptor). 
It is useful if we want to estimate IET in a molecular stack 
(partially) and the behavior of the IET process (overall). This 
operation represents the IET rate as a single number.
 The fifth assumption (called as SPD-SPD assumption) 
can be allowed in the frame of the molecular charge 
redistribution between the same types of AO. It is useful 
when analyzing the mixed ET (for example, between s 
and p orbitals, between s and d orbitals etc). According 
to the selected basis set and method, all the IET rates 
belonging to an AO of the same type are summed. This 
operation reduces the order of the IET rate matrix until 
the dimension 3*3 (in case of spd type) or 4*4 (spdf) etc. 
 All the required matrixes are taken to make the 
resulting data files and three-dimensional molecular 
electrons redistribution diagrams.12.8
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Conclusion

The quantum chemistry program package NUVOLA was 
prepared and tested. The estimation of IET between two 
molecular systems can be allowed in the frame of the 
charge redistribution between:
i) atomic orbitals;
ii) molecular orbitals; 
iii) atoms;
iv) molecular fragments;
v) donor and acceptor pairs.
 Quantitative intermolecular ET processes could be 
analyzed in the framework of energies as well as spatial 
charge redistribution.
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