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Abstract. In order to define development indicators of future HM service culture, the complex experts’
system (CES) named Evaluation of Hospitality Service Competence (“EHSC”) v 2.0 created by one of the
authors based on software “Mini Experts’ System” was applied. The program operates as a cover of a simple
ES based on Bayesian system of conclusions. The experimental diagnostics detected few faults in question
formulations of “0 - EHSC”. This resulted in the effects not being credible. During the experimental
probation of CES “EHSC” the following was ascertained: the diagnostics process of students turned out to
be labor and time-consuming (up to 3 hours); students did not understand some of ES questions because of
the incorrect formulation. Due to this the authors made a decision to optimize CES “0 - EHSC” performing
a correlation - regression analysis, by reducing the ES number and correcting the questions. After the
optimization the CES “EHSC” was developed CES “1 - EHSC”. The significant number of questions
increases the time of knowledge evaluation (about 3 hours). Correlation analysis methods were used to
reduce the number of expert systems. The number of expert systems was reduced to 20 and overall time of
testing decreased to 1,5 hour.
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Introduction

A situation analysis of today’s education allows one to state that
one of the main problems of pedagogic diagnostics is the lack of
diagnosing “set of instruments”, which enables: i) to define pe-
culiarities of a students’ acquirement of knowledge, abilities and
skills in different study subjects; ii) to determine the characteris-
tics of student’s difficulties and reasons of their emergence; iii)
to assess the changes taking place in students’ development.

In order to perform diagnostics of future hospitality managers’
development of HM service competence, the author offers the
application of the diagnosing method - Expert System (ES) as a
modern and contemporary method of research.

1. Idea of Expert System (ES)
Intellectual systems and technologies, expert systems and arti-
ficial intellects are a leading and perspective direction of the
development of the 21st century, opening new possibilities in
optimization of various processes, optimal control, complian-
ce control, testing and other processes of intellectual knowledge
acquirement, applying the achievements of information techno-
logies [1]. Expert system – a programmable system, combines
the abilities of a computer and man – expert’s experience and
knowledge. Expert system can offer a reasonable council or find
a reasonable decision to the formulated task [2]. ES are app-
lied systems of artificial intellect, in which the knowledge base
is formalized empiric knowledge of highly qualified specialists
(experts) within a confined area of study subjects.
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Fig. 1. The structural scheme of the complex experts’ system “EHSC” for competency assessment in service culture.

Bielawski and Lewand explain this term like this: “Experts’
systems are computer programs, in which for the modeling of
human-expert activity within a narrow area of knowledge, the
knowledge and experience is applied” [3].

One of the approaches is the application of ES in the study
process, which in action is based on the application of the uncer-
tain logics [4]. Application of uncertain logics helps to complete
tasks successfully when their output data is formalized weakly.
Service culture in a hospitality field is such a field of human acti-
vity, where it is difficult to formalize the knowledge of managers.

In order to define development indicators of future HM service
culture, the complex experts’ system (CES) titled Evaluation of
Hospitality Service Competence (“EHSC”) v 2.0 [5,6] was cre-
ated by the author. This system is based on software “Small
Experts’ System” was applied [7]. The program operates as a
cover of a simple ES, based on Bayesian system of conclusions
[8].

The structure of CES “EHSC” is showed in Fig. 1. The system
is formed of 28 local experts’ systems, depicted in circles; they
are divided into four groups. Each group assesses one aspect of
service culture: ethical, aesthetic, organizational, psychological.
The colored circles are applied to technological culture, while
the uncolored - to humanitarian culture.

The diagnostics of future HM service competence’s develop-
ment are carried out based on the answers given to 374 questions,
covering the most significant criteria of managers’ service cultu-
re to the maximum. Formulated questions consider the specifics
of activities within the hospitality field.

The program operates as a cover of a simple ES, based on Ba-
yesian system of conclusions [8], which foresees that most of the
time the information is not absolutely precise, it possesses the
nature of probability. Therefore, after making a list of questions
the expert determines the probability of a positive or negative
assessment, the answers ‘yes’ or ‘no’, depending on the formula-
tion of each question.

The same way the approximate probability is determined for
each mentioned conclusion obtained as a result of the respecti-
ve analysis. After processing the answers, obtained during the
analysis of service culture’s criteria (aesthetical, ethical, organi-
zation technological and psychological), the system of experts
logically chooses one of the following levels (conclusions): level
1- high; level 2- average; level 3 – low.

The concluding stage of the CES formation is the experimen-
tal probation, which was carried out while the user (student) was
working with the experts’ system. The dialogue of the user and
the system is formed in the format of questions and answers. The
value scale of answer variants is from –5 to 5. According to the
scale, the answer “-5” mean the answer “no”, “0” – the student
cannot formulate the answer clearly, “5” – the answer is “yes”.

In order to try the test the CES “EHSC” author has perfor-
med an experimental diagnostics of respondents (testing No.0),
applying CES “0 - EHSC”, in Information System Management
Institute (ISMI). During the process of diagnostics 33 first ye-
ar students of ISMI who acquired knowledge in study programs
“Manager of Tourism Business Activities” and “Hospitality Ma-
nagement” were involved.

The experimental diagnostics detected few faults in question
formulations of “0 - EHSC”.
1. Conclusions made by the system after processing the recei-
ved answers, rather clearly define the situation in each of the
reviewed structure components of the service competence. Af-
ter processing the answers obtained by performing the analysis
of future HM’s service competence’s structure components, ES
logically chose one of the conclusions (high level, average level,
low level).
2. During the probation no discontinuities were ascertained in
the operation of the system. The feasibility of the system to de-
termine a development level of students - the future HM service
competence during the dialogue, confirmed the practical signifi-
cance of CES “EHSC”’s application.
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3. During the experimental probation of CES “EHSC” the follo-
wing was ascertained: the diagnostics process of students turned
out to be labor and time-consuming (up to 3 hours).
4. Students did not understand some of ES questions because of
the incorrect formulation.

Due to this the author made a decision to optimize CES “0 -
EHSC” performing a correlation – regression analysis, by redu-
cing the ES number and correcting the questions.

2. Correlation - regression analysis
It is possible to optimize CES “EKHSC” by the number of lo-
cal expert systems, determining the mutual connection of evalu-
ations of these systems. All connections which can be expressed
and measured in numbers can be defined as statistical, including
the functional connections. A connection between two or mo-
re accidental quantities can be calculated applying a method of
mathematical statistics - the analysis of correlations and regres-
sions.

A correlation connection is the substantial case of statistic
connection, when various significances of one variable quantity
correspond with different average significances of another quan-
tity. A correlation connection among the features can be caused
by several reason.
1. Dependence of outcoming features (its variations) from the
variation of the factor feature (cause-effect relationship); a case
when it is logically clear which feature is the independent variab-
le (factor) x, which – the dependent variable (result) y.
2. Interdependency of two results of a common cause.
3. Interconnection of features, where each is both the cause and
the effect. The case when each feature can be both the dependent
variable and the independent variable.

According to the essence of correlation connection, there are
two tasks for its research: i) determination of the connection ty-
pe and evaluation of the equation parameters, which displays the
connection between the average quantities of the dependent va-
riable and the quantities of the independent variable (regression
analysis); ii) measurements of connection closeness of two or
more features [5]. The first task is general and covers functio-
nal connections, but the second task is characteristic to statistical
connections.

In order to determine the closeness of the connection several
indicators are applied.

Firstly, it is the determination ratio R2 and the correlation re-
lation ηy,x:

R2 =

n∑
i=1

(ŷi − ȳ)2

n∑
i=1

(yi − ȳ)2
, (1)

where n – number of units in the set; ŷi individual quantity after
equation of connection; ȳ – total average quantity of the resulta-
tive feature; yi – total average quantity of the resultative feature:

ηy,x =
√
R2. (2)

The simplest system of correlation connection is the linear
connection between two features. The increased attention paid
to linear connection can be explained by the variation confine-
ment of the variable quantity, as well as by the fact that in most

cases applying calculations to the non-linear forms of connection
they transform into linear forms.

Secondly, the closeness of connection pairs’ linear correlation
can be determined by correlation relation ηy,x. Besides, in the
linear form of connection equation another closeness indicator
of interconnection is applied – correlation ratio rx,y . This indi-
cator is a ratio, which is expressed not as absolute measurement
units of features, but as a specific weight of the quadratic mean
deflections:

rx,y =

n∑
i=1

(xi − x̄)(yi − ȳ)√
n∑
i=1

(xi − x̄)2 n∑
i=1

(yi − ȳ)2
, (3)

where n – number of units in the set; ȳ · x̄ – common average
quantities of the features; yi · xi – individual quantities of the
features.

The correlation ratio does not depend on the conventional me-
asurement units of the features, thus it is comparable to any fe-
ature. Usually [6] a significantly close connection is considered
in cases when rx,y > 0.7; average close – 0.5 < rx,y < 0.7 ; weak
close – rx,y < 0.5 .

Applying this method of correlation and regression analysis,
one must consider that correlation indicators can be interpreted
only within the terms of deflection variations from the average
quantity (in space of differences) and the correlation of features
should not be interpreted as the connection of its levels.

The indicators of correlation connections, determined by a li-
mited set (size n), actually are only evaluations of feature - selec-
tion of statistical connection. Therefore an assessment of the pre-
ciseness and extent of credibility of the correlation’s parameters
is required. With credibility one must understand a probability
that the quantity of the parameter under testing will not be equ-
al to zero. The credibility probability of correlation parameters
is determined according to testing rules of statistical hypotheses
developed by mathematic statistic, i.e. comparing the evaluation
quantity with the mean random error of evaluation [5, 9].

The mean error of correlation ratio’s rx,y evaluation is cal-
culated according to the following formula:

Sr =
1− r2

x,y√
n− 2

. (4)

Knowing the mean error of the correlation ratio’s evaluation, γ
– can be calculated, the probability that the zero value of the ra-
tio falls within the credibility interval, taking into consideration
the errors of quantities (probation of correlation ratio’s signifi-
cance). In this connection the ratio is related to its mean error,
i.e. Student’s t – criterion:

t = rx,y
√
n− 2

1− r2
x,y

. (5)

Critical quantity is determined by tables of Student’s division,
taking into account the condition that:

P = (|t| > tγ,k) = rx,y. (6)
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Fig. 2. Table of correlation ratios of local expert systems

In that case k=(n-2) – a figure of degrees of freedom; γ - level
of significance.

For the local experts’ systems, whose rx,y came near to value
(1), the assessment credibility of the correlation ratio was exami-
ned (the value level was calculated).

rx,y → 1 (7)

The values of Student’s criteria were calculated and for the
level γ=0.95 the value of correlation value was defined.

If the correlation ratio is close to one, then the division of its
evaluation differs from the average or Student’s division, because
it is limited by the quantity 1. In cases like this R. Fisher sugges-
ted to re-form evaluation of ratio’s credibility into a form which
does not possess such a limit:

z = 0.5 ln 1 + rx,y
1− rx,y

. (8)

The mean error of quantity z is calculated by the formula:

Sz = 1√
n− 3

, (9)

but the quantity of Student’s criteria is determined as:

t = z

Sz
. (10)

In credibility examination of pair correlation’s parameter as-
sessment one must consider that in cases of small selection fields
only close connections can be determined precisely, but in cases
of big sets the connections of weak closeness are also credibly
determined.

3. Results of the complex expert system’s “EHSC”:
correlation - regression analysis
The task of correlation analysis was to determine correlation de-
pendence among separate local expert systems, in which 28 ser-

vice competences of future hospitality managers developed by
the author were reflected upon.

Clarifying correlation dependence among various evaluations
of competence, provided by different local expert systems, it can
be assumed that such a dependency can be caused and it can exist
due to dependence between two effects of a common cause.

In order to optimize the number of the local experts’ systems,
28 local experts’ systems were subjected to the correlation ana-
lysis. For each pair of the local experts’ system by selection in
amount of 33 units (number of students) the pair correlation ra-
tios were obtained rx,y (Fig. 2). The calculations of correlation
ratios were performed applying the package of MS Excel data
analysis [10].

For local expert systems whose rx,y came close to significan-
ce 1, the evaluation credibility of correlation ratio was examined
(the level of significance was calculated). Significances of Stu-
dent’s t-criterion were calculated according to formulas (8, 9, 10)
and significance of correlation ratio was determined for the level
(see Table 1).

The results of data correlation analysis enabled the optimiza-
tion of CES “EKHSC. The number of ES was cut down to 20, but
the number of questions - down to 190. After the optimization
the CES “EKHSC” was developed in both Latvian and Russian
and named CES “1 – EHSC”.

The initial testing at ISMI was conducted twice, at the begin-
ning performing the testing with “0 - EHCS”, but after a week
with “1 - EHCS” (optimized CES). Comparing the results of bo-
th testings, a conclusion can be made that the results of both
testings’ differ only slightly (see Table 2). Thus, in further rese-
arches it would be rational to use the optimized ES- “1 - EHCS”.

The initial diagnostics, applying the complex expert system “1
- EHSC” was performed in the three education establishments.
Firstly, in the Information System Management Institute (ISMI)
in Riga (Latvia). Then the research was continued in: i) Klaipė-
da Business and Technology College (KBTC), Klaipėda (Lithu-
ania), ii) College of Hotel Management (CHM), Belgrade (Ser-
bia).
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Table 1. Significance of correlation coefficient. γ=0.95, k=31.
x, y rx,y t tγ,k Significance
3, 5 0.98 13.6 2.04 significant
7, 24 0.99 13.6 2.04 significant
8, 24 0.73 13.1 2.04 significant
17, 4 0.99 13.6 2.04 significant
19, 23 0.96 13.5 2.04 significant
20, 13 0.93 13.5 2.04 significant
26, 1 0.89 13.4 2.04 significant
28, 1 0.94 13.5 2.04 significant

The first testing was performed applying the developed CES
“1 - EKHSC” after correlation and reduction. This analysis in-
volved 124 first year students of ISMI, 22 first year students of
KBTC and 43 first year students of CHM. In total 189 first year
students were involved in this research.

A completion of full analysis took 1 hour 15 minutes for ISMI
students, for KBTC students it took 1 hour 40 minutes, for CHM
students – 1 hour 50 minutes.

Correlation analysis methods were used to reduce the number
of expert systems. The number of expert systems was reduced to
20 and overall time of testing decreased to 1,5 hour.

Conclusions
Based on previously mentioned researches, it can be concluded
as follows.
1. In this work the system of Bayes’ decision making was app-
lied. Experts’ system for assessing hospitality culture knowledge
was developed - formed by 28 local subsystems, which assess
the knowledge of becoming specialists in 4 areas. Testing of the
system was performed, which approved a self-evident improve-
ment of results depending on the training time.
2. After a correlation - regression analysis the number of expert
systems lowered to 20. Testing time reduced to 1,5 hours.

Table 2. Comparison of diagnostic results (rx,y distribution) before and after optimization of CES “0 - EHSC”.
Testing was provided at Information Systems Management Institute, Riga.

High level Average level Low level

Before
optimization

After
optimization

Before
optimization

After
optimization

Before
optimization

After
optimization

testing
with
“0 - EHCS”

testing
with
“1 - EHCS”

testing
with
“0 - EHCS”

testing
with
“1 - EHCS”

testing
with
“0 - EHCS”

testing
with
“1 - EHCS”

0.77617 0.70197 0.64624 0.51330 0.16393 0.23050
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